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Abstract

Detection of fake news has spurred widespread interests in areas such as healthcare and Internet societies, in order to
prevent propagating misleading information for commercial and political purposes. However, efforts to study a general
framework for exploiting knowledge, for judging the trustworthiness of given news based on their content, have been
limited. Indeed, the existing works rarely consider incorporating knowledge graphs (KGs), which could provide rich
structured knowledge for better language understanding.

In this work, we propose a deep triple network (DTN) that leverages knowledge graphs to facilitate fake news detection
with triple-enhanced explanations. In the DTN, background knowledge graphs, such as open knowledge graphs and
extracted graphs from news bases, are applied for both low-level and high-level feature extraction to classify the input
news article and provide explanations for the classification.

The performance of the proposed method is evaluated by demonstrating abundant convincing comparative experi-
ments. Obtained results show that DTN outperforms conventional fake news detection methods from different aspects,
including the provision of factual evidence supporting the decision of fake news detection.
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1. Introduction

Motivation: Fake news refers to news that is inten-
tionally and veritably false so that could mislead read-
ers [1]. With the expansion of social networks in recent
years, fake news has become one of the most hotly-debated
socio-political topics and has received considerable atten-
tion. This is especially more pronounced in the wake of
the 2016 US Election and Brexit. Considering the intrin-
sic characteristics of social media, including low cost, easy
access, and rapid dissemination, they can easily mislead
public opinion, disturb the social order, and even damage
the credibility of the media itself. Therefore, it is of signif-
icant importance to investigate detection methods for fake
news.

In order to detect fake news, a variety of methods have
been developed so far. Some of these methods take the
detection of fake news as a normal classification prob-
lem [2, 3, 4], while others consider it as a fact-checking
problem [5, 6, 7]. In the former methods, the main pur-
pose is to prepare an effective evaluation for each news.
However, the importance of content might be ignored oc-
casionally so that a good explanation may not be prepared.
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On the other hand, triples or claims are applied in the lat-
ter category as the input. However, it is almost impossible
to present all fake and true news in predefined forms.

Reviewing the literature indicates that many investiga-
tions have been performed so far on fake news detection
and specific topics. Many of them rely on unique features
of specific topics such as political, health and disaster.
Consequently, these methods are less applicable in other
topics [8, 9, 10, 11]. Unlike these works, in the present
study, it is intended to use external topic-related knowl-
edge, such as those in knowledge graphs [12, 13], to detect
fake news.
Example:

”Hillary Clinton and her State department were actively
arming Islamic jihadists, which includes ISIS...”

This is an example sentence of a fake news that was is-
sued in the midst of the 2016 US Election, from which
one could extract a triple (Hillary Clinton, actively arm,
Islamic jihadists). The main purpose of the present ar-
ticle is to judge such extracted triples whether they are
true or fake. A challenging key in this regard is that the
existing open knowledge graphs mainly focus on the at-
tributes such as (Hillary Clinton, spouse,Bill Clinton) and
(London, is the capital of,UK) rather than other events.
Accordingly, they cannot provide an appropriate support
for fake news detection. In order to resolve this shortcom-
ing, one idea is to collect correct triples from related true
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news. For instance, the following sentence can be men-
tioned in this regard:

”Hillary Clinton-led State Department had approved
weapon shipments to Libya during the intervention in

2011, and that those weapons had later ended up in the
hands of jihadists...”

In this short article, several triples could be extracted.
More specifically, (Hillary State Department, had ap-
proved, weapon shipments), (weapon shipments, is to,
Libya) and (weapons, had ended up in, hands of jihadists)
can be extracted in this regard. Although these triples
can provide more useful information, the quality of these
extracted triples from news might not be as good as the
triples from open knowledge graphs. On the other hand,
although extracted knowledge graphs could provide bet-
ter coverage and freshness than available open knowledge
graphs such as DBpedia, they may be incomplete and im-
precise, which cannot be justified.
Problem: A wide variety of methods have been devel-
oped so far for text classification. However, most of them
only focus on semantic features [2, 3], care more about top-
ics [14, 15, 16] and mainly rely on training data for machine
learning [4]. Different from text classification problems,
fake news detection has the following characteristics that
make it a challenging problem:

• In a given fake news article, features cannot
separate the fake part. Although many fake news
may share some features, including the short length
and negative tone, the authenticity of contents should
be considered as the basis to judge, and explain why
it is true or fake.

• Only entities can not judge the news. In
most cases, entities alone are not enough to confirm
whether a sample news is true or fake. Indeed, a fake
news article can be created from a number of true
news by simply replacing a correct correlation with
the wrong one. Consequently, it is essential to con-
sider the whole triples rather than entities alone.

• Article bases might not be enough to cover
sufficient knowledge. Although article bases can
be useful in some cases, they might not cover some
knowledge shared in a certain domain. In this case,
it is necessary to take additional background knowl-
edge graphs such as DBpedia 1 and Wikidata 2 into
consideration for detecting fake news.

• It is of great importance and value to have a
reusable methodology for detecting fake news
on certain topics. Most of the existing methods for
detecting fake news either do not consider the topic
in the detection, or rely on some specific features in

1https://wiki.dbpedia.org/
2https://www.wikidata.org/

certain topics. This issue will be investigated in detail
in the following sections. Meanwhile, a new method
is proposed in the present study, which is capable of
detecting different topics. To this end, the proposed
method does not rely on specific features but to lever-
age general knowledge graphs such as DBpedia and
Wikidata.

In order to resolve the above mentioned shortcomings, it
is of significant importance to construct a novel frame-
work for integrating knowledge graphs into machine learn-
ing frameworks for detecting fake news in specific topics.
Approach: In the present study, it is intended to propose
a novel framework that takes triples into the consideration.
Moreover, it takes the advantage of background knowl-
edge, namely the deep triple network (DTN), to combine
the knowledge graph and deep learning network for detect-
ing fake news. For a given input article, DTN provides the
output classification on whether the input article is fake
or true. Meanwhile, it provides additional factual evidence
supporting the classification. Since the training data sets
might not provide sufficient knowledge, embedding mod-
els should be pre-trained through the knowledge graph ex-
tracted from open knowledge graphs on the same topic.

DTN provides a triple extraction model that transforms
an unstructured text into structured triples. These triples
are extracted from the input article and articles in the news
base to enrich background knowledge from open knowledge
graphs. Then a background knowledge-level representa-
tion is calculated from the knowledge embedding model
and a semantic-level representation through a word em-
bedding model. In order words, DTN is able to produce
representations of the same triple in different channels. In
one channel, a LSTM model is designed to extract low-
level features. In other channels, a transformer encoding
structure is set to extract low-level features and take the
triples as input. Moreover, an attention model is embed-
ded in the LSTM model to focus on important entities in
the triple. Accordingly, a CNN model is chosen to com-
bine low-level features of the two channels to extract high-
level features and give classification results. Based on this
framework, about 5% improvement is achieved compared
with machine learning baselines. Moreover, almost the
same performance is achieved compared with other deep
learning baselines, with additional factual evidence sup-
porting fake news detection.
Contribution: Main contributions of this article can be
summarized as follows:

• Knowledge graphs are introduced to conduct fake
news detection while considering both entity and re-
lation information to overcome the limitations origi-
nating from lacking extra knowledge for plain texts.

• Semantic-level and background knowledge-level em-
bedding are compromised via the triple-based multi-
channel encoding model, which largely enhances the
representation with equilibrium.
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• A comprehensive explanation is provided on the pro-
posed fake news classifier by pointing out the inter-
pretable contents in articles with extracted triples
supporting the decision.

• The proposed DTN is the first network for detecting
fake news on a specific topic, which can also be ap-
plied for different topics. Furthermore, experiments
show that DTN outperforms all existing triple-based
approaches for fake news detection.

2. Preliminaries

2.1. Knowledge graph and knowledge graph embedding

The research of Knowledge Graph is rooted in early
KR work on Semantic Networks, the limitations of which
have been addressed by many KR researchers. These ef-
forts lead to the set up of the international knowledge
graph standard RDF3, as well as the OWL4 standard
for Knowledge Graph schemas and the standard Knowl-
edge Graph querying language SPARQL5. The use of
knowledge graph [12, 13] has become popular in knowl-
edge representation and knowledge management appli-
cations widely across search [17, 18, 19], question an-
swering [20, 21, 22, 23], dialogues [24], recommenda-
tion [25, 26], medical informatics [27, 28], finance [29],
science [30, 31, 32, 33], media [34], software engineer-
ing [35, 36, 37, 38] environmental science [39] and indus-
trial domains [12, 40]. Knowledge Graph is an important
sub-field of Artificial Intelligence, helping to reduce the
need of large, labelled datasets in Machine Learning and
Deep Learning. For example, knowledge graphs have been
shown to be effective in transfer learning [41, 42] and zero-
shot learning [43, 44].

A knowledge graph G = T ∪ A consists of a data sub-
graph A (or ABox) and a schema sub-graph T (or TBox).
The size of sub-graph T is often much smaller than that
of A. It should be indicated that the TBox T includes
type axioms and relation axioms defined in the W3C OWL
standard ontology language. Facts in the data sub-graph
A are represented as triples in the following two forms:

• Relation assertion (h, r, t) where h, r and t de-
note the head-, relation- and tail-entity, respec-
tively. For example, the triple (Ivanka Trump, child
of, Donald Trump) is a relation assertion, where
“Ivanka Trump” is the head, “child of ” is the rela-
tion and “Donald Trump” is the tail.

• Type assertion (e, rdf : type, C) where e is an entity,
rdf : type is the instance-of relation from the standard
W3C RDF specification and C is a type. The triple
(Donald Trump, rdf:type, President) is an example of
type assertion.

3https://www.w3.org/TR/2014/REC-rdf11-mt-20140225/
4https://www.w3.org/TR/owl2-overview/
5https://www.w3.org/TR/2013/REC-sparql11-overview-

20130321/

The main purpose of the knowledge graph completion
(KGC) [45] is to produce an ABox extension of Ap so that
the triples use only entities from A and types/relations
from T . One of the most important tasks of KGC is to pre-
dict the missing head h or the missing tail t of a triple. In
the present study, the knowledge graph embedding (KGE)
approach is employed to embed entities and relations into a
low-dimensional continuous vector space and simplify op-
erations on the KG. The main idea behind the embedding
is to represent an entity as a k-dimensional vector h (or
t) and define a scoring function fr(h, t) to measure the
plausibility of the triple (h, r, t) in the embedding space.
Representations of entities and relations are obtained by
minimizing a global loss function involving all entities and
relations. It is worth noting that different KGE algorithms
often differ in their scoring functions, transformations, and
loss functions. There are also efforts on combining KGC
solutions to come up with some ensemble solutions, such
as [46, 47].

2.1.1. TransE model

TransE model [48] represents both entities and relations
as vectors in the same space. In this regard, the relation
r is presented as a translation vector, which connects the
entity vectors h and t with error as low as possible. In
other words, if the triple (h, r, t) holds, then h + r ≈ t.
Accordingly, the scoring function in the TransE model can
be expressed in the form below:

fr(h, t) = ||h + r− t||`1/2 (1)

When (h, r, t) holds, the output of equation (Eq-1) is a
small value; otherwise, it results in relatively big values.
Since the TransE model learns only one low-dimensional
vector for each entity and relation, it relies on a reduced
set of parameters. Moreover, although it works well with
1-to-1 relations, it has issues for N-to-1, 1-to-N and N-to-N
relations.

2.1.2. TransH model

In order to resolve the shortcomings of the TransE model
for processing 1-to-N, N-to-1 and N-to-N relations, TransH
model [49] was proposed. In this model, each entity can
have distributed representations when involved in differ-
ent relations. For a given relation r, the relation-specific
translation vector dr is placed in the relation-specific hy-
perplane wr. Moreover, for a triple (h, r, t), the embedding
h and t are projected to wr so that they are presented
as h⊥ and t⊥, respectively. The scoring function of the
TransH model can be defined as:

fr(h, t) = ||h⊥ + r− t⊥||22 (2)

2.1.3. TransR model

Both previously discussed TransE and TransH models
project entities and relations to the same vector space.
However, relations and entities are different objects so that
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they should not be projected to the same space. In order
to resolve this problem, TransR model [50] was proposed
to set a mapping matrix Mr for each relation r and map
entity embedding vectors into the relation vector space.
The scoring function for TransR model is defined as the
following:

fr(h, t) = ||hMr + r− tMr||22 (3)

where Mr ∈ Rm×n, h, t ∈ Rn and r ∈ Rm.

2.1.4. TransD model

In the TransD model [51], some simplifying assumptions
are applied to the TransR model to decompose the map-
ping matrix into two mapping matrices, M1

r and M2
r. In

this model, entity embedding vectors are mapped into the
relation vector space through two matrices. Accordingly,
the scoring function is defined as:

fr(h, t) = ||hM1
r + r− tM2

r||22 (4)

Further investigations showed that the TransD model is
more efficient and has lower time complexity when the
comparison is made with the TransR model.

2.2. Deep learning networks

2.2.1. CNN

Convolutional neural network (CNN) [52, 53, 54] is a
deep feed-forward artificial neural networks, which was
proposed for image processing. Suppose that x is a N×K
vector and xi ∈ RK is the ith K-dimensional input vector.
Convolutional layers apply a convolution operation to the
input x, passing the result a to the next layer,

aj = f(WT
j × xj:j+h−1 + b) (5)

Where b ∈ R is a bias term, h is the size of the filter
and f is a non-linear function such as hyperbolic tangent
function. Pooling layers usually use the maximum value
from each cluster of neurons at the prior layer, which can
filter the zero-padding.

â = max{a} (6)

Then all univariate vectors are concatenated and a single
feature vector is formed. Finally, a fully connected layer
is obtained with dropout and softmax output.

2.2.2. RNN

Recurrent neural network (RNN) [55, 56] is an artificial
recursive neural network, in which connections between
nodes form a directed graph along a sequence. Unlike
other neural networks, RNN stores the neuron state of
the previous step that affects the next successive layer.
Therefore, the time series problem is transformed into the
feed-forward problem so that it is usually used in the NLP
task. Fig. 1 shows the basic structure, which is unfolded
into a full network [57]: In Fig. 1, xt is the input at step t,

which can be a one-hot vector of the ith word in a sentence.
Moreover, St is the hidden state at step t, which can be
defined in the form below:

St = f(Uxt
+Wst−1

) (7)

S−1 is always initialized to all zeros. Furthermore, f(x)
and Ot denote an activation function and the output at
step t, respectively. It should be indicated that RNN
shares the same parameters across all steps.

2.2.3. Attention network

Attention network in neural networks, also called at-
tention post or neural attention, is an effective scheme in
text classifier tasks [58]. Studies show that not all words
contribute equally to the representation of the sentence
meaning in text classifier tasks. Therefore, a neural atten-
tion mechanism is necessary to quantify the importance
of each word separately. Moreover, an attention network
equips a neural network with the ability to focus on a sub-
set of its inputs (or features). With a given input vector
as x ∈ Rd and attention weight vector as a ∈ [0, 1]k, the
corresponding attention network with parameters φ can be
defined in the form below:

a = fφ(x) (8)

3. Related work

3.1. FND methods based on the machine learning

The main idea of basic machine learning methods on
fake news detection is trying to find some linguistic com-
mon features rather than evidence and applying different
types of machine learning algorithms to do the classifica-
tion. Mykhailo Granik et al. [2] found some similarities be-
tween fake news and spam emails. Both of them normally
contain a lot of grammatical mistakes, affect the reader’s
opinion on certain topics in a manipulative way, and use
a similar limited set of words in this regard. Considering
these similarities, researchers applied a naive Bayes classi-
fier as a simple approach to detect fake news [2]. Gilda [3]
applied term frequency-inverse document frequency (TF-
IDF) of bi-grams and probabilistic context-free grammar
(PCFG) detection methods, and tested multiple classifi-
cation algorithms on the dataset. It is worth noting that
machine learning algorithms often use classifiers such as
Naive Bayes (NB) and support vector machine (SVM).
However, these methods have the problem of data spar-
sity.

3.2. FND methods based on the deep learning

Reviewing the literature indicates that different fea-
ture extraction-based methods have been proposed so far
through deep learning. In this section, some of the most
common methods in this regard are introduced:
DeClarE [59]: In order to debunk fake news and false
claims through evidence-aware deep learning, the DeClarE
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Figure 1: A recurrent neural network and unfolding the forward computation.

method was proposed as a neural network model that judi-
ciously aggregates signals from external evidence articles,
and evaluates the trustworthiness of sources. However, the
DeClarE method mainly relies on certain claims, while a
topic normally covers more contents rather than claims.

Many other methods apply deep learning to classify the
text and detect fake news. For example, in the FastText
method [60], a normalized bag of features and the Soft-
max function are applied to compute probabilities and
explore a simple and efficient baseline for text classifica-
tion. Moreover, in the TextCNN [54], a CNN is utilized
to the top of the word2vec algorithm to classify sentences.
In the RCNN [61], a bi-directional recurrent structure is
applied to capture contextual information as far as pos-
sible for learning word representations. Furthermore, a
max-pooling layer is employed that automatically judges
important features to capture the key component in the
text. However, the text content does not matter in these
methods. Therefore, it is an enormous challenge to do an
explanation through these methods.

3.3. Knowledge-based FND methods

The most straightforward way to detect fake news is
to check the authenticity of the statements in the news
content. Knowledge-based approaches are also known as
fact-checking. Generally, these approaches can be cate-
gorized as expert-oriented and computational-oriented ap-
proaches.

The expert-oriented approaches such as Snopes6, mainly
rely on human experts working in specific fields to help
the decision-making process. On the other hand, in the
crowdsourcing-oriented approaches such as Fiskkit7, where
normal people can annotate the accuracy of the news con-
tent, the crowd wisdom is utilized to check the accuracy
of the news articles. However, this approach is time-
consuming and labor-intensive.

The computational-oriented approaches can automat-
ically check whether the given claims have reachable
paths or can be inferred from existing knowledge graphs.
Ciampaglia et al. [6] considered the fact-checking as a
problem of finding the shortest paths between concepts in a
knowledge graph and proposed an effective indicator to as-
sess the validity of the statement by analyzing path lengths
between concepts in question. Shiralkar et al. [7] proposed

6http://www.snopes.com/
7http://fiskkit.com

a novel method called “knowledge stream” and a fact-
checking algorithm called “relational knowledge linker” to
verify a claim based on the single shortest, semantically re-
lated path in KG. Moreover, Shi et al. [5] transformed the
fake news detection task into a link prediction task and
then presented a discriminative path-based method that
incorporates connectivity, type information, and predicate
interactions. However, when the whole news is used as
the input, none of the abovementioned approaches can be
used.

3.4. Combining KGs with the deep network

The idea of combining knowledge graphs with deep neu-
ral networks for detecting fake news has not ever been
proposed before. But some similar ideas such as infusing
external knowledge for natural language processing have
been proposed in the past two years.

For instance, the KBLSTM neural model [14] leverages
embedding of concepts in knowledge bases to improve the
learning of recurrent neural networks for machine-reading.
It adopts an attention mechanism to decide whether to
use knowledge or not and determine what information in
knowledge bases is useful. However, the KBLSTM only
refers to the synsets from WordNet and concept categories
from NELL as the knowledge base concepts, while all other
relations between different concepts (entities) are ignored.

Wang et al. [15] combined knowledge with different deep
convolutional neural networks for classifying short texts
and proposed a framework in this regard to combine ex-
plicit and implicit representations of short texts based on
convolutional neural networks. The proposed scheme as-
sociates relevant concepts with short texts by leveraging
explicit knowledge and generating the implicit represen-
tation. However, this scheme only generates the relevant
concepts by conceptualizing a short text through a large
taxonomy knowledge base, regardless of relations.

Wang et al. [16] incorporated a knowledge graph rep-
resentation into the news recommendation and proposed
the deep knowledge-aware network as a deep recommenda-
tion framework for predicting the click-through rate. Its
knowledge-aware convolutional neural network fuses the
semantic-level and knowledge-level representations of the
news title. However, this framework maps both of the two-
level representations into each word of the title, indicating
that the framework does not care about the relations be-
tween words in the same title.

In order to improve learning models with knowledge
graphs, Annervaz et al. [62] proposed the knowledge graph
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augmented neural networks for natural language process-
ing. The main hypothesis in this method is that the
general world knowledge is being infused into the learn-
ing model for any given natural language processing task.
However, k -means clustering is used in the KG retrieval
part to cluster similar entity/relation vectors, which oper-
ates on entities and relations separately.

Since none of the abovementioned approaches are pro-
posed for fake news detection, it may be a feasible idea
that there is no need to value relations between a pair of
entities. However, as part of the knowledge graph, rela-
tions between entities are as important as entities so that
they should be considered in the long run.

4. Problem statement

Considering a news article a with the topic p and some
background knowledge graph G (which can be either ob-
tained from open knowledge graphs or extracted from
background article base B with the same topic p), the
main task of the fake news detection is to classify a into
the fake or true article with respect to G. In addition to
detecting fake news articles, it is intended to provide some
explanations of the judgment with the help of extracted
triples T from the article a. Considering the triples T gen-
erated from a, embedding models Mw and Mk can be used
to represent T in the form below:

T
word2vec−→ Mw (9)

T
KGEmbedding−→ Mk (10)

The KG embedding is based on B. The feature vector c
of Mw and Mk originates from the deep neural networks.
Another goal of the proposed framework is to generate
some explanations based on the DTN results for all single
triples. In order to enhance the generality of the proposed
framework, DTN is equipped with flexible configurations,
which makes the problems different from other approaches
in the following aspects:

• DTN receives the whole news article as input, while
it can also receive a news claim as the input.

• DTN does not need any other unique features of the
specific topic so that the methodology can be reused
for different topics.

• DTN can extract the core knowledge graph from any
kind of the background knowledge and it is not limited
to open knowledge graphs or related article bases only.

• DTN not only predicts whether the given news arti-
cle is true or fake but also provides explanations by
highlighting the important parts of news articles.

5. Methodology

In this section, the deep triple network is presented in
detail. Firstly, the overview of DTN is given. Then, the
triple generation component, the design of triple-based
RNN and the final classification component are described.

5.1. DTN framework

Fig. 2 shows the DTN framework. It is observed that
DTN contains three components, including 1) triple gener-
ation, 2) extracting low-level and high-level features, and
3) classification.

In the first component, triples are extracted from the
news article under evaluation. Moreover, triples are gener-
ated based on the background information to construct the
background knowledge triple set. The background infor-
mation can be either the fake news-based, true news-based,
or the open knowledge graphs. Each of them should corre-
spond to an independent triple set. Triple extraction has
the following advantages: It is an information extraction
model that simulates human behavior, converts unstruc-
tured text to structured triples, replaces conventional fea-
ture extraction models, and preserves the semantic infor-
mation of the text. The first component will be discussed
in detail in section 5.2.

For the news under evaluation, the second component
aims to represent the input triples reasonably and extract
valid features. More specifically, it is focused on extracting
features in two different level channels, as the following:

1. the semantic-level channel

2. the KG-level channel

The semantic-level channel aims to extract semantic level
features from original information of the news content. In
the semantic-level channel, word embedding is utilized to
represent words of input triples. Then, the self-attention
mechanism [63] is applied to obtain semantic-level fea-
tures, where the self-attention model will automatically
focus on important words. For each input triple, word rep-
resentations are concatenated to maintain the triple struc-
ture.

Unlike the semantic-level channel, the KG-level chan-
nel aims to introduce external knowledge information to
improve the representation of input triples. Moreover, dif-
ferent from the word embedding that captures the seman-
tic representation of the input text, the knowledge graph
embedding captures the background knowledge level rep-
resentation of the triple. First, a knowledge graph em-
bedding model based on the triple set of the background
knowledge is pre-trained. Then, a matrix is generated by
applying the triple set to the embedding model and the
feature map is obtained through inputting the matrix to a
BiLSTM model [64]. Corresponding to the self-attention
mechanism in the semantic-level channel, an entity-based
attention network is applied, which allows the proposed
model to consider the important entity so that it represents
the triples more reasonably. Furthermore, the entity-based
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Figure 2: DTN Framework. DTN contains three components, including 1) Triple Generation, 2) Triple-based Multi-channel Encoding Model,
and 3) Classification

attention network calculates the attention weight for each
input triple, which supports the proposed model to give
some explanation. As the triple bias represents the cred-
ibility of each triple, the bias of each triple is considered
as another feature and it is used as an input to the final
classifier.

The third component takes the feature maps of the
semantic-level and KG-level channels as the input, and
accomplishes the final decision whether the news article
is true or fake. As the semantic-level features and KG-
level features are in two different vector spaces, the multi-
channel features fusion method is proposed to fuse the text
semantic information and knowledge information. This
part will be discussed in section 5.4.

5.2. Triple generation

Fig. 2 shows the triple generation in the DTN frame-
work. It generates triple sets from the news article and
the background information. Moreover, the background
information can be one of the fake news article base, true
news article base and open knowledge graph.

News articles are always long texts so that the triple set
is considered a more concentrated and brief representation
in a certain form. In this way, some unimportant descrip-
tions in the articles are ignored and more attention is paid
to what the news content wants to emphasize. This is an
information extraction model, which can replace the con-
ventional feature extraction model. Moreover, the form of
triples is easier to manipulate than texts, which provides
the possibility of the KG construction.

5.2.1. Generating triples from news articles

It is considered that the news correlated to the same
topic can provide relevant background knowledge. There-
fore, triples from the news articles of the same topic are
generated and a knowledge graph is constructed. In order
to generate triples from news articles, two triples extrac-
tion models are considered.

The first one uses a joint learning model for the en-
tity extraction and correlation classification to perform
the triple extraction. More specifically, a shared trans-
former encoding model layer is used to perform the encod-
ing. Then, a LSTM layer is utilized to conduct the named
entity recognition (NER) and a CNN model is used to per-
form the relation classification (RC). Compared with the
current mainstream BiLSTM-CRF model, it embeds the
previous prediction tag and puts it into the current decod-
ing layer, which replaces the CRF layer to solve the tag
dependency problem in NER models. When performing
the correlation classification, the model pairs the entities
based on the results of the NER predication and then a
CNN is used to classify the correlation between the enti-
ties by using the entity pair and the text encoding results
as the input. The model is mainly shared by the underly-
ing model parameters. During training, both tasks update
the shared parameters through the backward propagation
algorithm to achieve the dependency between the two sub-
tasks.

The other one starts with a set of news articles and uses
openIE [65] to initially extract triples. However, openIE
does not perform well enough in the triple extraction of
news, which cannot meet our needs. Therefore, Stanford
NER [66] is proposed to improve the quality of the triples,
which can extract entities from news articles. Then, the
entity alignment is done and the triples are obtained.

Finally, the two models are compared. The first model,
the joint learning model with Bi-LSTM and CNN, should
label the text, which is not scalable. Moreover, the joint
learning model can only extract the correlation of a specific
category, and cannot describe the content of the news very
well. Therefore, the OpenIE and Stanford NER combined
models are selected as the news triple extraction model.

5.2.2. Generating triples from an open knowledge graph

The principle of generating triples from the open KG
is to discover some facts (triples) correlated to the known
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topic p. It is worth noting that this is not a problem
of the domain-specific sub-graph extraction, but a prob-
lem of collecting enough triples on the topic p. There-
fore, the simple hop-based approach is adopted to gener-
ate the sub-graph G from the open KG. Given a predefined
hop-number g, the process of generating triples can be ex-
pressed as the following:

G = {TG} (11)

TG = {T1, T2, ..., Tg} (12)

Where T1 and Tx denote all triples that have the formulas
as {h0, r, t} and {hx, r, t} (x ∈ {2, 3, ..., g}), respectively.
Moreover, h0 and hx are a head entity in Tx that refers to
the topic entity p and a tail entity in Tx−1, respectively.

5.3. Deep triple network

Conventional neural language representation models
such as transformer [63], aim to automatically learn the
text representation and semantic patterns from the large-
scale text. However, these models rarely consider the ex-
ternal knowledge. It is observed that knowledge graphs
contain rich structured knowledge facts, which can help
the model extract features from the text better. In this
study, the deep triple network (DTN) is proposed, which
considers using the knowledge graph embedding models to
introduce the external knowledge, and extracts triple fea-
tures from multiple different channels to improve the de-
tection effect of fake news. Different from the conventional
language representation models that only use text embed-
ding, in this study, two embedding models are utilized to
embed triples to extract features in two channels. In the
semantic-level channel, the word embedding model and
self-attention mechanism are used to extract the semantic-
level features of input triples. In the KG-level channel, in-
put triples are embedded through the pre-trained knowl-
edge graph embedding model to introduce the knowledge
information. Then, the entity-based attention network is
applied to make the model focus more on important enti-
ties to represent the triple better. Furthermore, the triple
bias is calculated as another feature, which indicates the
credibility of triples.

5.3.1. Semantic-level channel encoder

As input triples contain semantic information of the
original text, the semantic-level channel encoder (SCE)
is proposed to extract the semantic-level feature. More
specifically, the word embedding is initially used to rep-
resent each word of triples. With an input triple (s, p, o),
the word sequence is denoted as:

{ws1, ..., wsns
, wp1 , ..., w

p
np
, wo1, ..., w

o
no
}, (13)

Where wsi and ns/np/no denote the i − th word of sub-
ject entity and the number of word of entity/relation, re-
spectively. Moreover, the embedding result of the word
sequence is denoted as the matrix:

[xs1, ...,x
s
ns
,xp1, ...,x

p
np
,xo1, ...,x

o
no

], (14)

Where xsi ,x
p
i ,x

o
i ∈ Rdmodel , where dmodel is the word em-

bedding dimension. Since the embedding layer and the
encoding layer do not use any recursive structure or con-
volution structure, in order to utilize the order informa-
tion of the input sequence, it is necessary to introduce
some information to express the absolute or relative posi-
tion of each word. More specifically, the absolute position
is utilized and a position embedding layer is applied to
represent the position information of each word in the in-
put sequence. The absolute position embedding vector of
each word is denoted as possi/pospi /posoi ∈ Rdpos , where
dpos refers to the position embedding dimension. In order
to consider the position information, the word embedding
result and position embedding result are concatenated as
the following:

x̃si = [xsi ,possi ],

x̃pi = [xpi ,pospi ],

x̃oi = [xoi ,posoi ],

(15)

The better word embedding is obtained, where x̃si , x̃
p
i , x̃

o
i ∈

Rdmodel+dpos . Then, the self-attention mechanism is ap-
plied to obtain the semantic-level feature. The self-
attention mechanism is mathematically expressed as fol-
lows:

Att(Q,K,V) = softmax(
QKT

√
dk

)V, (16)

Where {Q,K,V} is the input matrices, the concatenation
of the word embedding and the position embedding, which
is defined as:

Q = K = V = [x̃s1, ..., x̃
s
ns
, x̃p1, ..., x̃

p
np
, x̃o1, ..., x̃

o
no

]. (17)

In order to capture more abundant features and ob-
tain better word representation, the multi-head attention
mechanism is applied, which uses different, learned linear
projections to linearly project the query, key and value h
times to the dk, dk and dv dimensions. The multi-head
attention mechanism is formalized as:

MultiHead(Q,K,V) = Concat(head1, .., headh)WO,
(18)

Where headi, Concat(x) and WO denote the result of i−
th self-attention module, the concatenate operation and
the matrix of the trainable parameter, respectively. The
equation of headi is defined as:

headi = Att(QWQ
i ,KWK

i ,VWV
i ), (19)

Where WQ
i ,W

K
i ,W

V
i refer to the different matrix of the

trainable parameter, which transfer input vectors into dif-
ferent sub-spaces. Finally, a feed-forward network is ap-
plied to obtain the semantic-level feature, which is a sim-
ple and position-wise fully connected layer. The forward
network is defined as:

FC(Q,K,V) = MultiHead(Q,K,V)·WFC+bFC , (20)
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Where WFC , bFC and FC(Q,K,V) denote the trainable
matrix, the trainable bias, and the high-level representa-
tion of the input word sequence, respectively, which is de-
noted in the form below:

[x̂s1, ..., x̂
s
ns
, x̂p1, ..., x̂

p
np
, x̂o1, ..., x̂

o
no

] = FC(Q,K,V). (21)

In order to maintain the triple structure, mean-pooling op-
erators are employed to aggregate information from these
words of each entity/relation:

hs = MEAN([x̂s1, ..., x̂
s
ns

]),

rs = MEAN([x̂p1, ..., x̂
p
np

]),

ts = MEAN([x̂o1, ..., x̂
o
no

]),

(22)

Where (hs, rs, ts) refers the semantic-level features of in-
put triple (s, p, o). Therefore, with a given triple (si, pi, oi),
the SCE is defined as follows:

[hsi , r
s
i , t

s
i ] = SCE(si, pi, oi). (23)

5.3.2. KG-level channel encoder

Different from the semantic-level channel encoder, which
focuses on the semantic information of input triples, the
KG-level channel encoder (KGCE) is proposed to extract
the background knowledge feature of input triples. In
order to consider the external knowledge, a pre-trained
knowledge graph embedding model is applied to embed a
triple as a matrix. The knowledge graph embedding model
aims to embed the entity and relation into a low-dim vec-
tor space while preserving the structural and knowledge
information. With a given triple (s, p, o}, a knowledge
graph embedding model is used fKGE(·) to embed it as
the following:

[h, r, t] = fKGE(s, p, o), (24)

Where h, r, t ∈ Rdkg and Rdkg are embedding result vec-
tors of input triple (s, p, o) and the knowledge graph em-
bedding dimension, respectively. Although the knowledge
graph embedding model preserves the original structural
information of the input triple, it is found that only the
single input triple does not provide enough knowledge in-
formation to support fake news detection. In order to in-
troduce more knowledge information to represent input
triples better, the contextual information is extracted from
neighbor entities for each entity. The neighbor entities are
denoted as:

Neighbor(s) = {si|(s, p, si) ∈ Gor(si, p, s) ∈ G},
Neighbor(o) = {oi|(o, p, oi) ∈ Gor(oi, p, o) ∈ G},

(25)

Where Neighbor(s), Neighbor(o) and G denote the neigh-
bor entities of entity s and o, and the knowledge graph,
respectively. Then, the embedding vectors of neighbor en-
tities are concatenated into a matrix:

Neighbor(h) = [h1,h2, ...,hnh
],

Neighbor(t) = [t1, t2, ..., tnt
],

(26)

Where hi ∈ Rdkg refers to the embedding vector of the en-
tity si. In order to effectively integrate the knowledge in-
formation of all neighbor entities, a mean-pooling operator
is applied to calculate the neighbor embedding. Consid-
ering the neighbor entities Neighbor(s) and Neighbor(o)
, the neighbor embedding can be calculated from the fol-
lowing expression:

h = MEAN([h1,h2, ...,hnh
]),

t = MEAN([t1, t2, ..., tnt
]),

(27)

Where h, t ∈ Rdkg refers to the neighbor embedding.
Considering triple embeddings [h, r, t] and corresponding
neighbor embedding h and t, it is intended to apply a
strategy to combine triple embedding and corresponding
neighbor embedding. A straightforward strategy simply
concatenates them, which is formalized as:

T = [h, r, t,h, t]. (28)

This simple concatenate strategy has two shortcomings:
1) It breaks up the order structure of the input triple. 2)
The concatenate strategy does not fully consider the im-
plicit connection between the entity and the corresponding
neighbor entity.

In order to overcome the above mentioned shortcomings,
an embedding fusion strategy is proposed. More specifi-
cally, the entity embedding and the neighbor embedding
are initially concatenated as a matrix, [h, h̃] and [t, t̃].
Then, a convolution operator is applied to combine the
entity embedding and the corresponding neighbor entity
embedding. Considering the input matrix, the convolu-
tion operator is formalized as:

ĥ = σ(W ∗ [h, h̃] + b),

t̂ = σ(W ∗ [t, t̃] + b),
(29)

Where W ∈ Rdkg×2, b and σ(·) denote the filter window,
the bias and the activate function, respectively. There-
fore, the triple is represented as [ĥ, r, t̂]. Then, a BiLSTM
model is applied to extract the KG-level channel feature.
For Bi-LSTM, there are two LSTM models [67]: one is

the forward LSTM model
−→

LSTM (·) and the other is the

backward LSTM model
←−

LSTM (·). There is a triple repre-
sentation for each LSTM model. The triple representation
of the forward LSTM model is formalized as:

−→
h =

−→
LSTM (ĥ),

−→
r =

−→
LSTM (r),

−→
t =

−→
LSTM (t̂).

(30)

Similarly, the triple representation of the backward LSTM
model is formalized as:

←−
h =

←−
LSTM (ĥ),

←−
r =

←−
LSTM (r),

←−
t =

←−
LSTM (t̂).

(31)
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Considering the two kinds of representations of the input
triple, the two representations are concatenated as the rep-
resentation of the BiLSTM model, which is formalized as

hkg = [
−→
h ,
←−
h ],

rkg = [
−→
r ,
←−
r ],

tkg = [
−→
t ,
←−
t ].

(32)

In summary, considering the triple si, pi, oi as the input,
the KGCE formula is defined as:

[hkgi , r
kg
i , t

kg
i ] = KGCE(si, pi, oi). (33)

5.3.3. Entity-based attention network

The KG-level channel encoder treats each entity or triple
equally and considers all entities or triples to be equally
important. In fact, not all entities or triples are equal in
the fake news detection task. More attention should be
paid to more important entities or triples. Therefore, an
entity-based attention network is proposed to quantify the
importance of each entity, which can give greater weight
to important entities in the process of fake news detection.

The input is the entity embedding set of one news,
E = {e1, e2, ..., eN}. Where ei ∈ Rdkg , dkg and N are
the embedding result of the ith entity, the embedding di-
mension and the number of the entities, respectively. A
shared layer is initially used to compute attention coeffi-
cients aij that indicates the importance of uj to ui.

aij = σ(Wv · [eTi , eTj ] + bv), (34)

Where Wv ∈ R2·dkg , bv ∈ R are the trainable matrix and
bias. Then, the attention coefficients between entity ei
and all other entities are computed. Moreover, the sum of
the attention coefficients are utilized to measure the im-
portance of the entity ei. Therefore, the attention weight
of entity ei is calculated as:

ai =

N∑
j=1

aij . (35)

In order to easily compare coefficients across different en-
tities, the attention weight across all input entities is nor-
malized as the following:

ãi =
exp(ai)∑N
j=1 exp(aj)

. (36)

Where ãi ∈ [0, 1] is the attention weight of the en-
tity ei. With given a triple set of one news arti-
cle, {s1, p1, o1, ..., oT }. The knowledge graph embed-
ding model is used to obtain the entity representation,
[hkg1 , rkg1 , tkg1 , ..., tkgT ], where hkgi , r

kg
i , t

kg
i ∈ Rdkg . More-

over, the entity-based attention network is utilized to add
the attention weight to entities. The attention weight of

hkgi is defined as ahkg
i

and tkgi is defined as atkg
i

. Therefore,

the entity representation is updated to:

hkgi = ahkg
i
· hkgi ,

tkgi = atkg
i
· tkgi .

(37)

5.4. Multi-channel features fusion network

Since the semantic-level channel features and the KG-
level channel features are in different vector spaces, a
multi-channel feature fusion network is proposed to fuse
the features of two low-level channels and extract high-
level features. More specifically, a CNN is applied to fuse
the two channel features [hs, rs, ts] and [hkg, rkg, tkg].

A non-linear transformation function is initially used,
which transfers two-channel features into the same dimen-
sion. The non-linear transformation function is defined as
the following:

h̃
s

= σ(Wshs + bs), (38)

Where Ws ∈ Rds , bs ∈ Rd and h̃
s

are the trainable ma-
trix, the trainable bias vector and the transfer representa-
tion, respectively. Moreover, the transformation function
for KG-level channel features is defined as the following:

h̃
kg

= σ(Wkghkg + bkg), (39)

Where Wkg ∈ Rdkg and bkg ∈ Rd. After the non-linear
transformation functions, we obtain the new representa-

tion of [h̃
s
, r̃s, t̃

s
] ∈ R3×d and [h̃

kg
, r̃kg, t̃

kg
] ∈ R3×d. Then,

the two-channel embedding matrices of triple (si, pi, oi) are
aligned and stacked as:

Xi = [[h̃
s

i , h̃
kg

i ], [r̃si , r̃
kg
i ], [̃t

s

i , t̃
kg

i ]] ∈ R3×d×2. (40)

Moreover, all triples are concatenated as:

X = X1 ⊕X2...⊕XN ∈ R3N×d×2, (41)

Where ⊕ refers the concatenate operation. Hold two-
channel features, a convolution filter is applied to fuse
them and extract high-level features. The convolution op-
eration is defined as:

cli = tanh (Wl ·Xi:i+l−1 + bl), (42)

Where Wl ∈ Rl×d×2, bl ∈ R and tanh(·) denote the filter
kernel, a bias and the activation functions, respectively.
Then, the max pooling operation is used to obtain the
most important value in cli. The max pooling operation is
formalized as:

ĉl = max{cl1, cl2, ..., clN}. (43)

Inspired by TextCNN [54], multi filters with different
lengths of two extract features are utilized. Moreover, all
results of each filter are concatenated as:

C = [ĉl1 , ĉl2 , ..., ĉlk ], (44)
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Where li refers to the ith filter. Furthermore, since it is
studied that the bias of the triples refers the credibility
of triple, the bias of triples are considered. The bias is
concatenated with the max pooling layer outputs:

C = [Bmax, Bavg, ĉ
l1 , ĉl2 , ..., ĉlk ], (45)

Where Bmax, Bavg ∈ R are the max bias and average bias
of the triple set of the news. The calculation formula of
the bias of one triple is defined as:

Bi = ||hi + ri − ti||22. (46)

The max bias and the average bias of one news is defined
as:

Bmax = max{B1, B2, ..BT }, (47)

Bavg =

∑TBi
i=1

T
. (48)

Then, a full connection layer and a softmax layer are used
to do the last classification. The full connection layer and
the softmax layer are defined as the following:

Y = [y1, y2] = σ(Wy ·C + by) (49)

ŷi =
exp(yi)∑2
j=1 exp(yj)

(50)

Therefore, with a given news article, the predicted label of
DTN is defined as:

ŷ = max{ŷ1, ŷ2}. (51)

6. Evaluation

6.1. Dataset

Two popular topics are selected in the experiment: the
first one is 2016 US Election and the second one is Brexit.

6.1.1. True and fake news

A true and fake article base is created for each topic.
The true news article base (TAB) is extracted from the
BBC News, Sky News and The Independent. The fake
news article base (FAB) is extracted from the fake news
websites that are rated as fake news websites by IsItFak-
eNews 8, including InfoWars 9, Yournewswire.com 10, Be-
foreItsNews 11. Each topic consists of near 1.4K articles in
its corresponding article bases. In each topic, the training
set includes 1000 true news and 1000 fake news. Moreover,
the validation set has 200 true news and 200 fake news and
the test set is about 200 true news and 200 fake news.

6.1.2. Knowledge graphs

Four knowledge graphs are proposed for each topic,
which are described as the following: 1) FKG based

8https://isitfakenews.com/
9https://www.infowars.com/

10https://yournewswire.com/
11https://beforeitsnews.com/v3/

Table 1: The basic statistics of knowledge graphs on the two selected
topics.

KG 2016 US Election Brexit

Triples Entities Relations Triples Entities Relations

FKG 8K 4K 12K 9K 3K 11K

NKG 15K 9K 19K 11K 4K 19K

DP4 132K 5K 312K 74K 4K 217K

WD4 117K 6K 287K 63K 3K 194K

on FAB 2) NKG based on TAB 3) DP4 (DBpedia 4-
hop) from DBpedia 4) WD4 (Wikidata 4-hop) from Wiki-
data. Table 1 shows the basic statistics of the ex-
tracted knowledge graphs. The test datasets are avail-
able online: http://knowledge-representation.org/

j.z.pan/data/DTN_data-JoWS2020.zip.

6.2. Experiment setup

The knowledge graph embedding model and word em-
bedding model are used to do triple embedding, and the
dimension m is set to 32. For the knowledge graph
embedding, TransE [48], TransH [49], TransR [50] and
TransD [51] models trained by FKG, NKG, DB4 and WD4
are used to initialize Wk. Moreover, for the word embed-
ding, the Word2Vec model is used to initialize Ww. For
the training DTN model, the dropout rate and the learn-
ing rate are set to 0.7 and 1e− 3, respectively. Moreover,
the filter window h and the mini-batch size are set to 2, 4,
6 and 128.

Firstly, the DTN model with different KG embedding
models is tested to study if the KG embedding model will
affect the results. In this group of comparative experi-
ments, DB4 is used as the KG to train the KG embedding
model. Secondly, TransD is used as the KG embedding
model and test if different KG will affect the performance
of DTN. Thirdly, based on TransD and DB4, an atten-
tion network is added on DTN to test the effectiveness of
the attention mechanism. Finally, it is tested to see if the
triple bias can improve the results based on TransD as the
embedding model, DB4 as the KG.

6.3. Baseline methods

In this section, the proposed model is tested on var-
ious baseline methods: For the machine learning-based
method, the term frequency-inverse document frequency
(TF-IDF) is selected as the feature, which can reflect how
important a word is to an article in the data set. More-
over, three kinds of classifications are selected: support
vector machine (SVM) [68] can construct a hyperplane or
set of hyperplanes in a high feature space for classification,
while the input vectors are non-linear. Naive Bayes (NB)
classifier [69] is a simple probabilistic classifier based on ap-
plying Bayes’ theorem by assuming that all features are in-
dependent of each other. K-nearest neighbors (KNN) [70]
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Table 2: Performance of different models on two selected topics.

Approach 2016 US Election Brexit

Precision Recall F1 Precision Recall F1

TF-IDF+NB(articles) 0.851 0.814 0.830 0.855 0.840 0.847

TF-IDF+KNN(articles) 0.743 0.903 0.822 0.782 0.557 0.651

TF-IDF+SVM(articles) 0.865 0.837 0.851 0.848 0.927 0.887

TF-IDF+SVM(triples) 0.673 0.840 0.747 0.788 0.743 0.764

DTC(triples) 0.813 0.789 0.801 0.814 0.831 0.824

SVM-TS(triples) 0.822 0.813 0.817 0.847 0.872 0.859

textRNN(articles) 0.927 0.921 0.924 0.915 0.907 0.911

textCNN(articles) 0.895 0.923 0.909 0.910 0.918 0.914

textRNN(triples) 0.897 0.902 0.899 0.874 0.881 0.877

textCNN(triples) 0.883 0.870 0.876 0.868 0.877 0.872

DTN(triples) 0.948 0.934 0.941 0.930 0.926 0.928

is a non-parametric method used for the classification. An
object is classified by a majority vote of its neighbors, with
the object being assigned to the class most common among
its k nearest neighbors.

Furthermore, two state-of-the-art models of rumor de-
tection are selected as baselines. DTC [71] uses various
handcrafted features and constructs a decision tree to de-
tect the rumor. SVM-TS [72] applies a linear SVM clas-
sifier that leverages handcrafted features to detect the ru-
mor. For the deep learning-based method, TextCNN [54]
and TextRNN [61] are used.

6.4. Results

In this section, the results of baseline methods are com-
pared with DTN on two datasets reported in table 1 and
the comparison among different configurations of DTN is
carried out. The metrics include the precision, recall rate,
and F1 score.

6.4.1. Comparison of different models

Table 2 presents the performance of different models on
the two topics, 2016 US Election and Brexit. The obtained
results are as the following:

1. Firstly, conventional text classification methods clas-
sify the articles with good classification results. How-
ever, for TF-IDF+SVM with triple inputs, its per-
formance decreases significantly. More specifically,
with triples as input, TF-IDF+SVM just achieves an
F1 score of 74.7%, which is 15.5 percent lower than
TF-IDF+SVM (articles). This is a reasonable result,
since triples contain fewer word than whole articles,
TF-IDF based models cannot capture enough infor-
mation. This demonstrates that conventional models
cannot extract features from the refined information.

2. Secondly, it is observed that deep learning models,
such as textCNN and textRNN, perform significantly
better than conventional text classification methods,
such as TF-IDF and SVM. Deep learning models rep-
resent the input news better to extract better fea-
tures. However, as with conventional text classifi-
cation methods, deep learning models perform worse
when the input is a triple set. This is due to the lack
of an effective way to represent triples.

3. Unlike TextRNN and TextCNN treat all triples
equally, entity-based attention networks make the
DTN model pay more attention to important triples,
which helps improve the DTN’s performance.

4. In summary, DTN outperforms other existing mod-
els with the advantage of being able to provide triple
based explanations. Compared with baseline models,
the DTN model introduces knowledge graph embed-
ding to obtain an effective representation of triples.

6.4.2. Comparison among different configurations of DTN

Table 3 presents the performance of different configu-
rations on the topic 2016 US Election. Firstly, experi-
ments with different KG embedding models are carried
out. The first observation is that using different KG em-
bedding models does affect the results of the experiments.
Among them: (1) TransD is the best model, slightly better
than the TransR for the used data sets. The results show
that using a better KG embedding model has some lim-
ited improvement in the experimental results, compared
to the basic TransE model. (2) Secondly, comparative ex-
periments with different knowledge graphs are performed,
which train the KG embedding models with the TransD
model, since the knowledge graph is another factor that
affects the results. The results show that DB4 is the best
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Table 3: Performance of different configurations of DTN on the topic of 2016 US Election

Configurations Precision Recall F1

DTN+DB4(TransE) 0.882 0.876 0.879

DTN+DB4(TransH) 0.893 0.887 0.890

DTN+DB4(TransR) 0.905 0.913 0.909

DTN+DB4(TransD) 0.917 0.910 0.913

DTN+FKG(TransD) 0.884 0.881 0.882

DTN+NKG(TransD) 0.898 0.892 0.895

DTN+DB4(TransD) 0.917 0.910 0913

DTN+WD4(TransD) 0.914 0.911 0.912

DTN+EAN(TransD+DB4) 0.927 0.921 0.924

DTN+Bias(TransD+DB4) 0.929 0.915 0.922

DTN+EAN+Bias(TransD+DB4) 0.948 0.934 0.941

among all of the tested knowledge graphs. A possible ex-
planation of this result is that the numbers of entities and
relations and the quality of the KG will affect the results.
(3) Thirdly, it is intended to use the entity-based attention
network (EAN) with the DTN model. The experiment re-
sult shows that the entity-based attention network is use-
ful. Therefore, it is necessary to quantify the importance
of each entity and give more weight to the important en-
tity/triple. (4) Finally, the application of the triple bias is
tested, which is an extra input to the fully connected layer
to provide more information, and the result shows it can
make further improvement.

6.5. Case study

Figures 3 and 4 show two test examples on real news
articles on the topic of 2016 US Election to display the
ability of DTN in detecting fake news and providing ex-
planations. The ”fake” or ”true” is the DTN result and
the ”×”(wrong) or ”X”(right) of every triple is done by
manual checking. The green and red parts represent the
true and fake based on the proposed DTN. Moreover, the
attention weight refers to the sum value of two entity at-
tention weights.

Figure 3 is an example of fake news. It is worth not-
ing that not every sentence is fake in a fake news. Out
of the 8 triples here, only 2 of them are true. The fake
parts with high probability include (Hillary, sell weapons
to, ISIS ), (Hillary Clinton, arm, Islamic jihadists). Thus,
even though DTN has two false positives here that in-
clude (email, are, real), DTN is still able to reach the
correct judgement (fake, in this case), due to the fact that
the fake triples, such as (Hillary Clinton, arm, Islamic
jihadists) and (Hillary Clinton, commit, perjury), have
higher attention weight. Figure 4 is an example of true
news. Theoretically, every triple in the true news should

be true. DTN makes a correct overall judgement (true,
in this case) despite that two triples are misjudged here,
including (agents, examine, emails) Since DTN has higher
attention weight to the important entity and triple.

7. Conclusion

Motivated by the need to evaluate the reliability of news
articles rather than short texts accurately and convinc-
ingly, in the present study, a novel multi-channel deep
triple network is proposed for fake news detection on spe-
cific topics. In the proposed model, knowledge graphs
contribute to fake news detection in two ways: One is to
involve background knowledge by introducing entity and
relation via triple extraction from input texts on the same
topic, with semantic-level representation and background
knowledge-level representation integrating as the triple-
based multi-channel encoding model. The other is the
knowledge-aware enhanced explanation of DTN, which im-
proves the trustworthiness of the proposed model, and gets
insights into predictions. The quantitative result shows
the effectiveness of the proposed DTN and the qualitative
results on the triple attention weight validate the inter-
pretability of DTN in the sentence interaction within con-
tents. Furthermore, DTN can investigate the KG scheme
to improve triple extraction and contributing to the ontol-
ogy correctness.

In the future, we will investigate how to exploit better
quality knowledge graph embedding and completion tech-
niques, such as the RotatE [73] and schema aware knowl-
edge graph completion [47].
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Title WikiLeaks Confirms Hillary Sold Weapons To ISIS 

Content Julian Assange, the founder of WikiLeaks, is a controversial character. But there’s no denying the emails he has picked up 

from inside the Democrat Party are real, and he’s willing to expose Hillary Clinton. Now, he’s announcing that Hillary 

Clinton and her State Department were actively arming Islamic jihadists, which includes the Islamic State (ISIS) in Syria. 

Clinton has repeatedly denied these claims, including during multiple statements while under oath in front of the United 

States Senate. WikiLeaks is about to prove Hillary Clinton deserves to be arrested. It appears that Hillary Clinton committed 

perjury, just like her husband was caught doing as President. 

Ground truth Fake 

DTN prediction Fake √ 

Triples Attention weight DTN prediction 

(WikiLeaks, confirm, Hillary sell weapons) 0.129 true × 

(Hillary, sell weapons to, ISIS) 0.045 fake √ 

(Julian Assange, founder of, WikiLeaks) 0.153 true √ 

(emails, from, the Democrat Party) 0.218 true √ 

(emails, are, real) 0.037 true × 

(Hillary Clinton, arm, Islamic jihadists) 0.302 fake √ 

(Hillary Clinton, deserve to, be arrested) 0.304 fake √ 

(Hillary Clinton, commit, perjury) 0.308 fake √ 

Figure 3: Case Study 1. An example of fake news on the topic of 2016 US Election

Title FBI Examining Hillary Clinton Emails Found in Anthony Weiner Probe 

Content The FBI is examining additional emails related to Hillary Clinton‘s use of a private email server four months after closing 

its investigation, the bureau’s director said in a letter to lawmakers on Friday, a surprise twist in a turbulent campaign just 

11 days before election day. In a note to congressional committee chairs, FBI director James Comey said that the FBI had 

discovered additional emails relevant to the investigation into Clinton’s server and agents were examining the emails to 

determine whether they contain classified information. The newly discovered emails were found on at least one device 

belonging to longtime Clinton aide Huma Abedin and her husband, former congressman Anthony Weiner, as part of an 

investigation into Weiner’s sexting scandal, multiple news outlets reported citing law enforcement officials…… 

Ground truth True 

DTN prediction True √ 

Triples Attention weight DTN prediction 

(FBI, examine, Hillary Clinton emails) 0.027 true √ 

(email server, is of, private) 0.780 true √ 

(FBI, discover, additional emails) 0.032 true √ 

(emails, is, relevant to investigation into Clinton 's server) 0.259 fake × 

(agents, examine, emails) 0.057 fake × 

(Huma Abedin’s husband, former congressman, Anthony Weiner) 0.067 true √ 

(congressman Anthony Weiner, is, former) 0.235 true √ 

(investigation, is into, Weiner 's sexting scandal) 0.123 true √ 

Figure 4: Case Study 2. An example of true news on the topic of 2016 US Election
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