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\textbf{ABSTRACT}

Recent success of Knowledge Graph has spurred widespread interests in methods for the problem of Knowledge Graph completion. However, efforts to understand the quality of the candidate triples from these methods, in particular from the schema aspect, have been limited. Indeed, most existing Knowledge Graph completion methods do not guarantee that the expanded Knowledge Graphs are consistent with the ontological schema of the initial Knowledge Graph.

In this work, we challenge the silver standard method, by proposing the notion of schema correctness. A fundamental challenge is how to make use of different types of Knowledge Graph completion methods together to improve the production of schema-correct triples. To address this, we analyse the characteristics of different methods and propose a schema aware iterative approach to Knowledge Graph completion.

Our main findings are: (i) Some popular Knowledge Graph completion methods have surprisingly low schema-correctness ratio; (ii) Different types of Knowledge Graph completion methods can work with each other to help overcome individual limitations; (iii) Some iterative sequential combinations of Knowledge Graph completion methods have significantly better schema-correctness and coverage ratios than other combinations; (iv) All the MapReduce based iterative methods outperform involved single-pass methods significantly over the tested Knowledge Graphs in terms of productivity of schema-correct triples.

Our findings and infrastructure can help further work on evaluating Knowledge Graph completion methods, more fine-grained approaches for schema aware iterative knowledge graph completion, as well as new approximate reasoning approaches based Knowledge Graph completion methods.

1. Introduction

From the point of view of description logics, a Knowledge Graph (KG) can be seen as an ontology with an entity-centric view, consisting of a set of interconnected typed entities and their attributes, as well as some schema axioms for defining the vocabulary (terminology) used in the KG [55,50]. In other words, a Knowledge Graph consists of a set of triples describing entities and the relationships among these entities. A subset of these triples provides information or descriptions about the types of entities recorded in the Knowledge Graph, summarily regarded as the schema of the Knowledge Graph (or the TBox of the ontology represented by the Knowledge Graph). Knowledge Graphs usually grow fast by incorporating new triples. They exhibit a certain “dynamicity”. In order to capture changes in the real world, Knowledge Graphs must be robust in terms of knowledge (triples) being added and deleted. This dynamic nature of Knowledge Graphs raises problems of completeness and correctness that have to be met accordingly. Moreover, as pointed out in [56], Knowledge Graphs usually may not reach “full coverage”, which means that they may not “contain information about each and every entity in the universe”.

However, completeness is an important property when it comes to, for example, supporting query answering. Completeness and correctness, therefore, are two of the most prominent issues in adding new triples into a Knowledge Graph. Completeness refers to the coverage of the needed information for a given task or application by a target Knowledge Graph. We base our notion of correctness on the notion of consistency from [43]. In addition, we adopt the spirit of SHACL (the W3C Shapes Constraint Language for validating RDF graphs)\textsuperscript{1} on considering domain and range also as constraints.

In this paper, we investigate the problem of schema aware Knowledge Graph completion. We refer methods that can produce new triples to complete a Knowledge Graph as \textit{triple producers}. There are two kinds of completion services for Knowledge Graphs, one for adding types of entities, called \textit{type prediction}, while the other for adding relations between entities, called \textit{link prediction} [31]. The latter one is more challenging, according to a recent survey [56]. In this paper, we mainly focus on link prediction related triple producers. Under this category, there are at least two typical types of triple producers, such as Knowledge Graph embedding and Rule learning. In \textit{schema aware Knowledge Graph completion}, schema can be used by type producers to infer correct new triples.

\textsuperscript{1}https://www.w3.org/TR/shacl/#core-components-range
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(KGE), such as TransE [7], TransR [38], TransH [75], STransE [48] have seen a recent rise in popularity. The idea is to perform Knowledge Graph completion by learning an embedded representation of entities and relations in Knowledge Graphs. These representations are then used to predict missing entities or relationships. In addition to these KGE triple producers, one can also complete a Knowledge Graph by using rule learning methods. These type of triple producers identify or "learn" rules from an existing set of triples (of a Knowledge Graph) through the identification of relations between triples. These rules are then, again, applied to this set of triples, in order to generate new triples. ([72, 25, 81]).

More recently, there have been some efforts to combine Knowledge Graph embedding triple producers with rule learning triple producers to complete a Knowledge Graph. Such a combination is used to achieve two different objectives, (1) using the rules to enhance a embedding model, and (2) using the embedding to guide the process of generating rules. KALE [22], RUGE [23], and IterE [83] use such a combination to achieve the first objective - to enhance the embedding model by applying rules. IterE, for example, addresses the data sparsity problem of Knowledge Graph embedding triple producers ([59]) by injecting new triples into the original Knowledge Graph.

RUGE and KALE represent triples and rules in a joint framework in order to enhance the capability of a Knowledge Graph embedding triple producer to predict new facts. RuLES [25], in contrast, follows the second objective (mentioned above) and uses the embedding model to evaluate the quality of rules. This eventually increases the quality of rules that are produced through rule learning.

There are also some recent efforts of exploiting schema of a Knowledge Graph in performing a link prediction task. These schema-based triple producers embed the axioms of the schema into a vector space (Embeds [9], TransC [40]), or even infer new triples to enrich the schema of a Knowledge Graph (Cose [13]).

None of these triple producers, however, use the schema of a Knowledge Graph to guide the correctness checking of new facts. Thus, these triple producers do not guarantee that the new triples produced are correct with regards to the schema of a Knowledge Graph. In measuring the performance of Knowledge Graph completion triple producers, the so-called silver standard method [30] is often applied to measure the performance of Knowledge Graph completion approaches. This method assumes that the Knowledge Graph itself is already of reasonable quality. In this paper, we argue that this assumption need to be reviewed. Our experiment shows that only 19% of the triples in the NELL-995 Knowledge Graph are correct with regards to the NELL schema, under the SHACL-enhanced notion of correctness discussed earlier. One drawback of such an assumption is that Knowledge Graph completion approaches might learn incorrect embeddings based on noisy patterns in a Knowledge Graph. Our experiment shows that using TransE for link prediction over the NELL Knowledge Graph, the correctness ratio is less than 1% (cf. Table 4).

We, therefore, regard the ontological schema of a Knowledge Graph to present a unique opportunity to both detect triples (from other triple producers) that do not comply with the schema (we regard these triples to be "erroneous" or "incorrect") and also to perform Knowledge Graph completion by using a semantic reasoning technique.

Our core objective is to produce "correct" triples as many as possible with respect to the schema of a Knowledge Graph. In the silver standard method, some existing links in the data sub-graph (ABox) are removed for testing if triple producers can help to recover the missing links. Our goals are more ambitious: we not only want to make sure the produced triples are schema-correct, we also want to have as many schema-correct triples as possible. To measure this, we introduce the notion of coverage to measure the productivity of triple producers.

In this paper, we present an iterative approach to applying different types of triple producers for Knowledge Graph completion. Our hypothesis is that such an iterative approach is more effective than existing "single-pass" triple producers. “Single-pass” triple producer here means that we run one type of the triple producers once. There are five different single-pass triple producers that we used, as follows:

1. single-pass Knowledge Graph Embedding triple producers (KB2E-TransE [38]).
2. single-pass rule learning triple producers (RUMIS [72]).
3. single-pass triple producer that integrates logic and learning tightly (KGE-HAKE [84]).
4. single-pass triple producer that combine rule learning and Knowledge Graph Embedding (RuLES [25]).
5. single-pass triple producer using Materialization service (cf. Section 2) from a reasoner (like HermiT [66]).

We call our approach as Schema Aware Iterative Knowledge Graph Completion (SIC). It should be noted that the detection of "incorrect" triples (with respect to a schema) plays an important role in our iterative completion approach. As we apply Knowledge Graph completion methods iteratively, the Knowledge Graph will be expanded with new triples at each iteration. With such an "error detection", we guarantee that a Knowledge Graph will be expanded / completed only with "schema-correct" triples, as we retain at each iteration only those new triples that comply with the schema. Furthermore, the error detection process can be seen as an effective way to provide feedback to the triple producer in the next iterations, so as to somehow ‘guide’ the triple producers to produce correct triples. Such iterative process is repeated until certain stopping conditions (cf. Section 4.3) are met.

To perform the aforementioned error detection, one option is to use reasoning as described by [36]. Another option is to use some approximate consistency checking method, which is introduced in [77]. As demonstrated in [77], this method is very efficient in detecting errors in a Knowledge Graph containing millions of triples, such as, DBpedia [1]. For this reason, we decide to go with the option of approximate consistency checking. In this paper, we show how
our schema-aware iterative knowledge completion approach can produce more correct triples (with respect to a schema) than the single-pass triple producers, such as, for example, KB2E-TransE. We use NELL [46] and a subset of DBpedia [1] for evaluating our approach.

The contributions of this paper can be summarised as follows:

1. Firstly, we propose the new problems of schema aware Knowledge Graph completion, as well as schema aware iterative Knowledge Graph completion, where the schema plays a dual role of both producing triples (as one but not the only one triple producer) and checking the correctness of produced triples. While there are some approaches using schema to produce new triples, the aspect of correctness checking is largely ignored by existing approaches.

2. We propose to consider both ontological TBox and SHACL constraints as parts of the schema of Knowledge Graphs. Accordingly, we consider both ontological consistency checking and SHACL constraints when we define the notion of correctness. Experimental results suggest that the existing correctness notion based on silver standard method is highly questionable. Existing leading methods on link prediction based on the silver standard method might need to be re-evaluated on their effectiveness.

3. We propose a systematic framework to iteratively exploit existing Knowledge Graph completion methods and schema based logical reasoning, for both checking correctness and producing triples. Such an iterative framework allows to use schema based correctness checking to provide guidance for triple producers.

4. We analyse the characteristics of existing triple producers and design a few iterative completion patterns accordingly, for exploiting such characteristics.

5. Our evaluation confirms the underlying hypothesis of this paper; i.e., an iterative application of a mixture of different types of completion approaches would be more effective than one-pass embedding based completion.

2. Background

The Web Ontology Language OWL, which is based on Description Logics (DLs), is a key standard schema language of Knowledge Graphs. The second version of OWL, or OWL 2, was standardised in 2009. It is based on the SROIQ DL ([26]). Compared to the first version of OWL, OWL 2 provides more expressive power, such as a stronger support for data types ([51, 47]) and rules ([33]). OWL 2 has three tractable sub-languages, which are OWL 2 EL ([13]), OWL 2 QL ([8]) and OWL 2 RL ([19]).

We define a Knowledge Graph \( \mathcal{G} = (\mathcal{T} \cup \mathcal{C}, \mathcal{A}) \) as consisting of a set \( \mathcal{A} \) (ABox) of interconnected typed entities and their attributes (triples stored in the Knowledge Graph), and a schema \( \mathcal{T} \cup \mathcal{C} \), which consists of a set of ontological axioms \( \mathcal{T}(\text{TBox}) \) that defines the vocabulary used in a Knowledge Graph, as well as a set of SHACL constraints \( \mathcal{C} \). In this paper, when the context is clear, we sometimes abuse the notion and treat \( \mathcal{G} \) as \( \mathcal{T} \cup \mathcal{C} \cup \mathcal{A} \).

The ABox statements captured in the Knowledge Graph are of the following two forms:

- **Relation assertion** \( r(h,t) \), where \( r \) is a relation, \( h \) and \( t \) are the entities in the position of subject and object (respectively) of the triples of an ABox. In the triple format, it can be written as \( (h, r, t) \). With that, \( r \) is a relation that links \( h \) and \( t \). For example, \( \text{playInLeague}(\text{AC Milan}, \text{Italian League}) \) is a role assertion.

- **Type assertion** \( \text{C}(a) \), where \( a \) is an entity, while \( \text{C} \) is a type. In the triple format, it can be written as \( (a, \text{rdf:type}, \text{C}) \). For example, \( \text{FootballClub}(\text{AC Milan}) \) is a type assertion.

The schema or TBox of a Knowledge Graph is the set of type and relation axioms. We refer the reader to [4] for detailed introduction of description logics. Here we only give some brief and informal introduction. A type axiom is of the form \( \mathcal{C} \sqsubseteq \mathcal{D} \), where \( \mathcal{C} \) and \( \mathcal{D} \) are type descriptions, such as the following one: \( \mathcal{T} \upharpoonright \bot \; \mathcal{A} \upharpoonright \neg \mathcal{C} \upharpoonright \mathcal{C} \cap \mathcal{D} \upharpoonright \exists \mathcal{R} \mathcal{C} \upharpoonright \{ o \} \), where \( \mathcal{T} \) is a top type (representing all types), \( \bot \) is the bottom type (representing an empty set), \( \mathcal{A} \) is a named type, \( \mathcal{R} \) is a relation, and \( o \) is an entity. For example, the types of \text{River} \text{and} \text{City} being disjoint can be represented as \( \text{River} \sqsubset \neg \text{City} \), or \( \text{River} \sqcap \text{City} \sqsubseteq \bot \). Table 1 lists some example relation axioms.

Table 1

<table>
<thead>
<tr>
<th>ID</th>
<th>Formal Form</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \exists r. T \sqsubseteq A )</td>
<td>Domain(( r ) ( = A ))</td>
</tr>
<tr>
<td>2</td>
<td>( T \sqsubseteq \forall r. A )</td>
<td>Range(( r ) ( = A ))</td>
</tr>
<tr>
<td>3</td>
<td>( r \equiv r' )</td>
<td>Symmetric Relation</td>
</tr>
<tr>
<td>4</td>
<td>Disjoint(( r, r' ))</td>
<td>Asymmetric Relation</td>
</tr>
<tr>
<td>5</td>
<td>( r1 \sqsubseteq r2 )</td>
<td>Relation Inclusion axioms</td>
</tr>
</tbody>
</table>

Note, that for the first and second axiom schema listed in table 1, we allow multiple domains and ranges.

Given a Knowledge Graph \( \mathcal{G} = (\mathcal{T} \cup \mathcal{C}, \mathcal{A}) \), we use the following semantic reasoning services: (1) Consistency checking: \( \mathcal{G} \) is consistent, if there exists a model that satisfies all statements in \( \mathcal{T} \) and \( \mathcal{A} \). (2) Classification: this service computes all the subsumptions among named concepts in \( \mathcal{T} \). (3) Entailment checking: this service checks if an axiom \( a \) is a consequence of \( \mathcal{T} \cup \mathcal{A} \), or \( \mathcal{T} \cup \mathcal{A} \models a \). (4) Materialisation: this service computes all individuals of concepts and roles in \( \mathcal{G} \). (5) Justification: given a reasoning task \( t \) over \( \mathcal{G} \) and its result \( r \), this service computes the minimal subsets of \( \mathcal{G} \) that justifies the result \( r \). Reasoning services can be provided by existing reasoners, such as HermiT [66] and TrOWL [70].

The two-layer architecture of OWL 2 discussed earlier allows the approximation of OWL 2 ontologies with ontolo-
gies expressed in a tractable OWL sub-language, such as approximations with OWL 2 QL ([54]), OWL 2 EL ([52, 64]) and OWL 2 RL ([85]), so as to exploit efficient and scalable reasoners of these sub-languages. The popularity of approximate reasoning methods is mainly due to the following reasons:

1. Some optimal approximation approaches, such as semantic approximation [54], can preserve both soundness and completeness of reasoning for large categories of practical queries. In other words, such queries cannot tell the differences between the original Knowledge Graphs and their approximations. Note that the optimality does not come for free; i.e., optimal approximations are often more expensive to compute than non-optimal approximations.

2. Some non-optimal approximation approaches, such as some faithful syntactic approximations [52, 64], provide a good trade-off between completeness and efficiency. For example, the approximate reasoner TrOWL [70] outperforms some sound and complete reasoners in the Ontology REasoning (ORE) competitions.

3. Real-world knowledge and data are hardly perfect or fully digitised. It is a complex task to build a comprehensive schema for a large Knowledge Graph. That is why Knowledge Graph completion techniques are so popular these days. Many of these methods, as discussed earlier, do not even use schema for producing new triples.

In this paper, two reasoning services are most relevant: on the one hand, materialisation is a powerful tool for completing a Knowledge Graph. On the other hand, consistency checking is helpful for checking if the new triples suggested by embedding-based or rule-based triple producers are consistent with the schema of the target Knowledge Graph.

The Shapes Constraint Language (SHACL) is a recent W3C language for the validation of Knowledge Graphs, which has been adopted by mainstream tools and triple stores. A SHACL schema is a collection of shapes, which are constraints that an RDF graph should satisfy. SHACL cannot replace the ontological consistency checking service mentioned earlier; however, it could introduce additional constraints for target Knowledge Graphs.

In this paper, we also consider a set of SHACL constraints $C$ as part of the schema of Knowledge Graphs. Note that not all existing Knowledge Graphs have SHACL constraints. From a practical perspective, we can reuse some axioms, such as domain and range, in $T$ as constraints in the spirit of SHACL. In this paper, domain and range statements from $T$ are also considered as constraints in $C$ as follows. A domain statement $\text{Domain}(r) = A$ can be represented in a SHACL constraint as follows:

```
ex:domainShape
  a sh:NodeShape ;
  sh:property [ sh:path r ;
  sh:class A ;
  ] .
```

A range statement $\text{Range}(r) = A$ can be represented as a SHACL constraint as follows:

```
ex:rangeShape
  a sh:NodeShape ;
  sh:property [ sh:path r ;
  sh:class A ;
  ] .
```

We finalize this section by briefly explaining the differences between a domain (range) axiom and a domain (range) constraint: given a triple $(h, r, t)$, a domain (range) axiom $\text{Domain}(r) = A$ (Range$(r) = A$) infers that $A(h)$ (resp. $A(t)$). However, a domain (range) constraint demands that $h$ (resp. $t$) must be an instance of $A$. SHACL constraints can be represented, e.g., as SPARQL ASK queries.¹

### 3. Problem Statement

#### 3.1. Schema Aware Knowledge Graph Completion

Given a Knowledge Graph $G = (T \cup C, A)$, the task of “schema-aware” Knowledge Graph completion is to make use of the schema $T \cup C$ for generating a set of schema-correct triples for the data sub-graph $A$. Here, the schema $T \cup C$ is not only used to produce, together with existing triple producers, such as embedding based or rule based ones, a set of new triples $E$ through materialisation, but also to detect the schema-correct subset $A'$ (cf. Def 1) of $E$. Some existing work uses schema information for Knowledge Graph completion; however, they do not use the schema to identify whether triples generated during the completion process are schema-correct. For example, Embeds [9] and TransC [40] consider domain and range axioms, or even disjointness axioms in the case of [13]; however, these axioms are not used as constraints to check correctness.

We regard triples of a Knowledge Graph as being either correct, incorrect, or unknown in terms of their compliance with the schema of a Knowledge Graph. A triple is schema-correct, if it is consistent with the schema of a Knowledge Graph, it is considered as schema-incorrect if it is not consistent with the TBox $\mathcal{T}$ of a Knowledge Graph, and it is regarded as schema-unknown, if it neither schema-correct nor schema-incorrect; in other words, it is consistent with $\mathcal{T}$ but not yet satisfying the constraints in $C$, due to lack of some type information for $h$ or $t$.

**Definition 1.** Given a Knowledge Graph $G = (T \cup C, A)$, a triple $(h,r,t)$, where $h$ and $t$ are entities and $r$ is an object property in $G$, with $C_h, C_t$ being some types of $h$ and $t$ resp., and $D_h, R_r$ being some domain and range of $r$. We say $(h,r,t)$ is a schema-correct triple w.r.t. $G$ if:

1. the expanded Knowledge Graph $T \cup A \cup (h,r,t)$ is consistent, and
2. $C_h \equiv D_h$ and $C_t \equiv R_r$ (domain and range constraints in $C$).

¹https://www.w3.org/TR/rdf-sparql-query/
Table 2

<table>
<thead>
<tr>
<th>ID</th>
<th>TBox subset of the Pattern</th>
<th>ABox subset of the Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Domain(r)=D, D ⊓ A ⊑ ⊥</td>
<td>(e1, r, e2), (e1, rdf:type, A)</td>
</tr>
<tr>
<td>2</td>
<td>Range(r)=R, R ⊓ A ⊑ ⊥</td>
<td>(e1, r, e2), (e2, rdf:type, A)</td>
</tr>
<tr>
<td>3</td>
<td>Asymmetric(r)</td>
<td>(e1, r, e2), (e2, r, e1)</td>
</tr>
<tr>
<td>4</td>
<td>Symmetric(r1), Asymmetric(r2), r1 ⊑ r2</td>
<td>(e1, r1, e2)</td>
</tr>
<tr>
<td>5</td>
<td>Symmetric(r2), Asymmetric(r3), r1 ⊑ r2, r1 ⊑ r3</td>
<td>(e1, r1, e2)</td>
</tr>
<tr>
<td>6</td>
<td>Irreflexive(r)</td>
<td>(e1, r, e1)</td>
</tr>
<tr>
<td>7</td>
<td>Asymmetric(r1), InverseOf(r1,r2)</td>
<td>(e1, r1, e2), (e1, r2, e2)</td>
</tr>
</tbody>
</table>

3.2. Schema Aware Iterative Knowledge Graph Completion

In this paper, we focus on a sub-problem of schema aware Knowledge Graph completion, namely Schema Aware Iterative Knowledge Graph Completion (SIC), where a consistency checking method with triple producers (a Knowledge Graph embedding method, a rule learning method, and an ontology reasoning method for materialisation) to detect the inconsistencies that either already exist in the Knowledge Graph, or are introduced by triple producers in an iterative process, so that only the schema-correct triples will be used in the next iteration step of completion.

In other words, the Knowledge Graph completion process is not a one-off process. One related question is how to measure the progress in each iteration in terms of correctness and completeness.

3.3. Correctness and Coverage Levels

In fact, correctness and completeness are key measures even for one-step Knowledge Graph completion, although most existing approaches only address completeness by performing link prediction. To properly measure the effectiveness of triple producers, we propose some functions to calculate the correctness and coverage levels.

3.3.1. Correctness Ratio

Based on the notion of schema-correctness in Definition 1, we propose the correctness level function $f_{Correctness}$ to calculate the correctness ratio of a Knowledge Graph completion approach across all iterations:

$$f_{Correctness} = \frac{1}{n} \sum_{i=1}^{n} \frac{|A'_i|}{|E'_i|}$$

(1)

where $E'_i$ is the set of new triples produced by a triple producer at iteration $i$, $A'_i$ is the set of schema-correct triples contained in $E'_i$. It is clear that the score of $f_{Correctness}$ is between 0 and 1. In the case of a one-off Knowledge Graph completion, $n$ in (1) is set to 1.

In this paper, we use correctness ratio to measure the performance of different triple producers, in terms of schema-correctness.

3.3.2. Coverage Ratio

The measure of completeness is more debatable. As discussed in the Introduction, the so-called silver standard method
[30] is often applied to measure the performance of Knowledge Graph completion approaches. This method assumes that the Knowledge Graph itself is already of reasonable quality. Our experiment shows that only 19% of the triples in the NELL-995 Knowledge Graph are schema-correct (cf. Definition 1) with regards to the NELL schema. Our recommendation is, therefore, that the schema-correct subset of the target Knowledge Graph, rather than the target Knowledge Graph itself, should be used as the silver standard.

Without knowing the ‘complete’ Knowledge Graph, it is rather hard to define a proper measure for completeness. Instead, in this paper, we use the notion of coverage, to account for the scale of schema-correct triples added into the original Knowledge Graph, thanks to the Knowledge Graph completion process. Accordingly, we propose a function $f_{\text{Coverage}}$ to calculate the coverage ratio of a Knowledge Graph:

$$f_{\text{Coverage}} = \frac{\sum_{i=1}^{n} |A'_i|}{|Y|}$$

(2)

where $A'_i$ is the set of schema-correct triples in iteration $i$, and $Y$ is a subset of the target Knowledge Graph $G$ that consists of schema-unknown plus schema-correct triples.

These two functions are used to calculate in our iterative completion approach how many schema-correct triples $A'$ can be collected. We continue calculating the $A'$ at each iteration, until a triple producer does not produce new triples anymore. We sum the measurements taken for each $A'$ set from the first to the last iteration and then divide it by the size of $Y$, the subset of $G$. Larger $f_{\text{Coverage}}$ scores are an indication that the used triple producer has produced a high number of new triples.

3.3.3. Harmonic Average Ratio

We propose a third function $f_{\text{Correctness,Coverage}}$, which is the harmonic means of $f_{\text{Correctness}}$ and $f_{\text{Coverage}}$, in order to balance the correctness and coverage levels. Our ultimate goal is to find out which approach can produce the highest number of new and schema-correct triples.

$$f_{\text{Correctness,Coverage}} = \frac{2 \ast f_{\text{Correctness}} \ast f_{\text{Coverage}}}{f_{\text{Correctness}} + f_{\text{Coverage}}}$$

(3)

4. Our Approach

In this section, we present the SIC (Schema-aware Iterative Completion) approach3 to addressing the problem of schema-aware iterative Knowledge Graph completion introduced in Section 3.2. In this approach, the completion of a Knowledge Graph takes place in an iterative fashion. During each micro-iteration, a few triple producers are used sequentially to generate new candidate triples, which are then checked by a correctness checking component to identify the schema-correct triples. The schema-correct triples are then used in the next iteration of the SIC approach. This iterative process is repeated until some stopping condition is satisfied.

Our SIC approach assumes that a target Knowledge Graph has a schema, which at least contains subsumption hierarchies, as well as domain and range information. However, for Knowledge Graphs that lack a schema, one can use ontology learning tools (cf. [55] to generate a schema for such a Knowledge Graph). For Knowledge Graphs with incomplete schema (for example, lacking any domain and range information), we refer the reader to use the methods described [71, 41, 57] to enrich such a schema.

In this iterative process, the expanded Knowledge Graphs can become a lot larger than the original Knowledge Graph. Due to the scalability issues of sound and complete reasoners, such as FACT++, when being run against the DBpedia Knowledge Graph, we decided to use the approximate consistency checking (ACC) method that was introduced in [77]. This approach allows the detection of logical inconsistencies in the DBpedia Knowledge Graph by using the so-called “inconsistency justification patterns” shown in Table 2. It took about 5 hours to detect the inconsistent triples in DBpedia version 2016-04 with ACC. In contrast, a recent experiment described in [58] showed that using the HermiT reasoner [66] for detecting the logical inconsistencies in DBpedia consumed 15 days.

We consider three kinds of triple producers: (i) Knowledge Graph embedding methods (“E-method”), (ii) rule learning methods (“R-method”), (iii) materialization services (“M-method”). The triple producers used in our approach are only loosely coupled, which allows an arbitrary combination of them.

4.1. Characteristics of Different Triple Producers

To better understand the characteristics of the three triple producers, we designed an experiment with two Knowledge Graphs: the NELL-995 Knowledge Graph, and a subset related to political issues from the DBpedia Knowledge Graph (DBped-P). We expanded these Knowledge Graphs by using three triple producers: KB2E-TransE [38] (E-method), RU-MIS [72] (R-method), and a materialization service using the HermiT reasoner [66] (M-method).

We modified KB2E-TransE so that only the top 10 predictions are produced. This was done to limit the number of predictions by this embedding algorithm. Otherwise, the “Approximate Consistency Checking” (ACC) algorithm [77] would have to check all the possibilities, which is not necessary and very costly. Our modification of KB2E-TransE inserts a loop before the calculation of the parameter “HIT” to output the triples. HIT is the parameter that is commonly reported by Knowledge Graph embedding methods and refers to how many correct triples are contained in the top N predictions. We used the ACC algorithm to check whether the R-method and E-method produce schema-incorrect triples. Triples produced by the M-method are always correct.

Here are some observations regarding the results in Table 3:

---

3Please see https://github.com/bagindokemas/SAIKGC for the implementation.
Table 3
The comparison of the performance among R (Rule-based), E (Embedding-based) and M (Materialisation-based) methods. The column $\mathcal{E}$ denotes the number of new triples produced by a triple producer. The column $\#R$ denotes the number of relations that exist on the new triples that are produced by a triple producer. The column $\#IT$ denotes the number of schema-incorrect triples that are produced by a triple producer. The column $\%OIT$ denotes the percentage of schema-incorrect triples from all new triples that are produced by a triple producer.

<table>
<thead>
<tr>
<th>KGs</th>
<th>R-method</th>
<th>E-method</th>
<th>M-method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mathcal{E}$</td>
<td>$#R$</td>
<td>$#IT$</td>
</tr>
<tr>
<td>NELL-995</td>
<td>600,449</td>
<td>6</td>
<td>136,196</td>
</tr>
<tr>
<td>DBped-P</td>
<td>334,537</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

1. The R-method and E-method produce more candidate triples than the M-method. This somehow confirms why these two types of triple producers are so popular; 2. The E-method produces a lot more incorrect triples than the R-method; 3. Among the three methods, the E-method produces triples with the highest number of relations. The R-method generates triples with far fewer relations than the other two methods. The relations produced by the M-method for triples are schema-dependent. 4. The R-method has a “cold start problem”. It is not able to produce any new triples if a Knowledge Graph is small (such as less than 30k triples) and has a simple data sub-graph. The above observations suggest that there is a need to combine these three triple producers to produce more schema-correct triples. In general, the R-method can produce many candidate triples with relatively low schema-incorrectness ratio, but it has the cold start issue. Accordingly, we think there are some potential benefits of combining the individual triple producers together:

- For small Knowledge Graphs, the E-method could be used to produce more triples, mitigating the cold start problem that exists for the R-method; and
- The M-method can help to produce further schema-correct triples for the other two methods to learn from, in particular to the R-method, due to its cold start issue.

4.2. Completion with Multiple Triple Producers
Now that we see some potential benefits of combining triple producers, we design a small-scale experiment to verify the idea, running an M-method, an E-method and an R-method sequentially. We perform one ACC after the E-method and one after the R-method. In the following, we represent such a sequence with this simple form: “M-E-R”.

As shown in Table 4, in terms of $f_{\text{Coverage}}$, for the DBped-P Knowledge Graph, the combined approach produces a much better coverage level (2.29) than any of the individual approaches. However, for the NELL-995 Knowledge Graph, the R-method alone achieved higher coverage than combined completion, because the E-method produces many schema-unknown triples, which lower the coverage level of the combined approach.

As for the $f_{\text{Correctness}}$, Table 4 shows that the $f_{\text{Correctness}}$ of the E-method and R-method is consistently lower than that of the iterative approach. The M-method has a very high correctness but its coverage is much lower than the Iterative Completion.

4.3. Iterative Combined Completion
One key advantage of combined approach is that we could execute the completion process in an iterative manner. Running an individual triple producer repeatedly does not produce new completion result. However, this paper shows that combining triple producers can produce new triples in an iterative manner. In our approach, each iteration has a pattern like M-E-R. In what follows, we further investigate which combinations of the three triple producers in an iterative way are most effective.

We investigate two kinds of SIC approaches: (a) schema aware iterative completion based on sequential combinations (or simply, Classic SIC), or (b) the schema aware iterative completion based on sequential combinations using “MapReduce” (or simply, MapReduce SIC). The MapReduce SIC is needed since after a few iterations, expanded Knowledge Graphs can become rather large. In the classic combination, we choose KB2E-TransE as the Knowledge Graph embedding method (E-method) and RUMIS as the rule learning method (R-method). As for the MapReduce combination, we choose TransC as the Knowledge Graph embedding method (E-method) and RuLES as the rule learning method (R-method). We choose these methods because, in their respective categories, they are the most efficient methods.

4.3.1. Classic SIC
When combining triple producers (e.g. in a sequential fashion), the following observations about the role of each triple producer can be made:

- E-method: In case of a small Knowledge Graph (less than 30k triples), the E-method helps to address the cold-start problem of the R-method.
- R-method: this method acts as the main contributor of
The approximate consistency checking (ACC) acts as a “cleanup” step for each expanded graph as produced by the E-method and R-method.

ACC takes two inputs, a Knowledge Graph that should be tested for inconsistencies (we call it the Initial Knowledge Graph IKG), and a set of Inconsistency Justification Patterns (see Table 2). Inconsistency Justification Patterns are derived through a scanning process applied to the TBox part of the Knowledge Graph. Given this input, ACC groups all triples in the Knowledge Graph into three subsets: schema-correct, schema-incorrect, and schema-unknown.

Due to the limits of computing resources used in these experiments, it emerged that after many iterations, our approach expanded the initial Knowledge Graph to a particular size (number of triples) that cannot be handled by an embedding method nor a rule learning method.

4.3.2. MapReduce SIC

In order to meet this challenge, we created a version of our SIC method that uses the MapReduce algorithm. Each iteration is now separated into two main phases, implementing the Map and the Reduce phase respectively. In the Map phase, we partition the initial Knowledge Graph (IKG) into several partitions. A number of \( p \) triple producers are applied to these partitions in order to produce new triples. In the subsequent Reduce phase, the following steps are done during an iteration \( i \):

- Merging all the outputs/new facts that are produced by all triple producers. The result set of this merge process is \( M^i \);
- Remove duplicate triples in \( M^i \), resulting in set \( DM^i \) that is the result of this removal process;
- Compare \( DM^i \) and the initial Knowledge Graph (IKG) to produce the set \( RN^i \) of new triples;
- Process \( RN^i \), and the schema of the initial Knowledge Graph by using the approximate consistency checking ACC, and produce schema-correct triples (\( SCT \)), schema-incorrect triples (\( SIT \)), and schema-unknown triples (\( SUT \));
- Prepare the input for the Map phase of the next triple producer.

Each iteration consists of different triple producers, which may be either the R-method, E-method, or M-method. Immediately after applying the E-method or R-method, we always run ACC as the cleanup step.

Figure 1 shows a typical order of an iteration in MapReduce SIC. In total, we have 2 Map phases and 2 Reduce phases for each iteration. \( P1 \) until \( P5 \) are the partitions of the initial Knowledge Graph. \( RL1 \) until \( RL5 \) refer to five Rule Learning methods that run in parallel. \( NT1 \) until \( NT5 \) are the new triples that are produced by the triple producers. \( E1 \) until \( E5 \) refer to five embedding methods that run in parallel. As Figure 1 shows, at each iteration, given an initial Knowledge Graph, we will determine the optimal number of triples \( n \) that can be processed by a triple producer. Based on this number \( n \), we can set the number of triple producers that will work in parallel in the Map phase (we only do this for the rule learning methods and embedding methods).

The order of the triple producers is the same throughout all the iterations. We repeat the iterations until a stopping condition is satisfied. By assuming that the number of correct new triples that are produced at the end of the \( nth \) iteration is \( NCT_N \), we define the stopping condition as \( NCT_N \leq 1\% \). We choose 1\% as the threshold because, based on our experiments, if we continue to run the triple producers after reaching less than 1\%, the triple producers will produce 0 triples. Otherwise, if the stopping condition is not satisfied, a new iteration will start. From three different triple producers, we propose the following 6 types of combinations:

- E-method, ACC, M-method, R-method, ACC (E-M-R)
- E-method, ACC, R-method, ACC, M-method (E-R-M)
- M-method, R-method, ACC, E-method, ACC (M-R-E)
- M-method, E-method, ACC, R-method, ACC (M-E-R)
- R-method, ACC, M-method, E-method, ACC (R-M-E)
- R-method, ACC, E-method, ACC, M-method (R-E-M)

<table>
<thead>
<tr>
<th>KG</th>
<th>E-method</th>
<th>R-method</th>
<th>M-method</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cov</td>
<td>Corr</td>
<td>Cov</td>
<td>Corr</td>
<td>Cov</td>
</tr>
<tr>
<td>NELL-995</td>
<td>0.0053</td>
<td>0.0037</td>
<td>1.55</td>
<td>0.36</td>
</tr>
<tr>
<td>DBped-P</td>
<td>0.34</td>
<td>0.18</td>
<td>0.69</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Table 4

The comparison of the \( f_{Correctness} \) and \( f_{Coverage} \) between individual and combined completion: Cov for coverage and Corr for correctness.
The decision, which type(s) of combination(s) to use in our experiments, was based on the following three metrics:
(1) the number of schema-correct new triples $\mathcal{A}'$ produced by a combination, (2) the number of relations $\#R$ that we find from the schema-correct triples after a combination has finished, and (3) the percentage of the new triples that are schema-correct ($\%A'$).

We conducted an additional experiment on the NELL-995 Knowledge Graph in order to support this decision process.

Table 5 shows that the highest percentage of new correct triples are achieved by combination M-R-E. This is due to the M-method generating schema-correct triples that are subsequently fed into R-method, resulting in the production of 92.31% schema-correct triples. However, the number of new triples that this combination produces is still far less than the number produced by combinations R-M-E and R-E-M. We also observe that combination E-M-R and combination E-R-M are not promising combinations. Since the primary focus of our research is to increase the coverage of the Knowledge Graph, i.e., to produce as many schema-correct triples as possible, we decided to choose M-R-E, M-E-R, R-M-E, and R-E-M as the main combinations in our detailed empirical studies outlined in section 5. For each combination, we outline an algorithm to explain how a particular combination of triple producers is applied to a Knowledge Graph: algorithm 1 outlines the application of combination R-E-M, algorithm 2 outlines the application of combination R-M-E, algorithm 3 outlines the application of combination M-R-E, and algorithm 4 outlines the application of combination M-E-R.

## 5. Evaluation

We perform an empirical study, evaluating our approach for completion accuracy. In terms of the experimental setup for evaluating completion accuracy, we compare 5 types of single-pass triple producers (cf. Table 8) with two different combinations of schema-aware iterative completion (SIC), which are classic combination (cf. Table 6) and MapReduce combination (cf. Table 7) in terms of $f_{\text{Correctness}}$, $f_{\text{Coverage}}$, and $f_{\text{Correctness,Coverage}}$.

In Table 9, we illustrate schema-correct, schema-incorrect, and schema-unknown triples that are produced by our approach.

### 5.1. Datasets

In Knowledge Graph completion, there are several Knowledge Graphs that are considered as the benchmarks [2],[65]: Freebase, Wordnet, DBpedia, and NELL-995. Freebase is an open and collaborative Knowledge Graph publicly launched in 2007 and closed in 2015 [69]. It contains more than 3 billion triples about almost 50 million entities. Freebase does
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Algorithm 1 MapReduce for SIC (combination 1)

1: function MAPREDUCE(IKG\(i\), \(\eta\), \(\xi\))
2: while TRUE do
3: determine \(n\)
4: \(p \leftarrow \) (size of IKG\(i\))/\(n\)
5: \(\Theta_1(i) \leftarrow \) RuleLearning\(_1\)(IKG\(i\))
6: \(\Theta_2(i) \leftarrow \) RuleLearning\(_2\)(IKG\(i\))
7: 
8: \(\Theta_p(i) \leftarrow \) RuleLearning\(_p\)(IKG\(i\))
9: \(M_R^i \leftarrow \text{Merge}(\Theta_1(i)\text{ until } \Theta_p(i))\)
10: \(M_R^i \leftarrow \text{RemoveDuplicate}(M_R^i)\)
11: \(RN^i \leftarrow \text{Compare}(DM^i, IKG\(i\))\)
12: \(\phi_R^i \leftarrow \text{APR}(RN^i, \eta, \xi)\)
13: 
14: \(\text{IFE}^i \leftarrow \text{Merge}(IKG^i, \phi_R^i)\)
15: \(q \leftarrow \) (size of IFE\(i\))/\(n\)
16: \(\Theta_1(i) \leftarrow \) Embedding\(_1\)(IFE\(i\))
17: \(\Theta_2(i) \leftarrow \) Embedding\(_2\)(IFE\(i\))
18: 
19: \(\Theta_q(i) \leftarrow \) Embedding\(_q\)(IFE\(i\))
20: \(M_E^i \leftarrow \text{Merge}(\Theta_1(i)\text{ until } \Theta_q(i))\)
21: \(M_E^i \leftarrow \text{RemoveDuplicate}(M_E^i)\)
22: \(RN^i_E \leftarrow \text{Compare}(M_E^i, IFE(i))\)
23: \(\phi_E^i \leftarrow \text{APR}(RN^i_E, \eta, \xi)\)
24: 
25: if \(\phi_E^i \leftarrow IKG^i\) then
26: BREAK
27: else
28: if IKG\(+1\) \(\leftarrow \phi_M^i\)
29: return \((\phi_R^i, \phi_E^i, \phi_M^i)\)
30: end while
31: end function

Algorithm 2 MapReduce for SIC (combination 2)

1: function MAPREDUCE(IKG\(i\), \(\eta\), \(\xi\))
2: while TRUE do
3: determine \(n\)
4: \(p \leftarrow \) (size of IKG\(i\))/\(n\)
5: \(\Theta_1(i) \leftarrow \) RuleLearning\(_1\)(IKG\(i\))
6: \(\Theta_2(i) \leftarrow \) RuleLearning\(_2\)(IKG\(i\))
7: 
8: \(\Theta_p(i) \leftarrow \) RuleLearning\(_p\)(IKG\(i\))
9: \(M_R^i \leftarrow \text{Merge}(\Theta_1(i)\text{ until } \Theta_p(i))\)
10: \(M_R^i \leftarrow \text{RemoveDuplicate}(M_R^i)\)
11: \(RN^i \leftarrow \text{Compare}(D^i, IKG\(i\))\)
12: \(\phi_R^i \leftarrow \text{APR}(RN^i, \eta, \xi)\)
13: 
14: \(\text{IFM}^i \leftarrow \text{Merge}(IKG^i, \phi_R^i)\)
15: \(q \leftarrow \) (size of IFM\(i\))/\(n\)
16: \(\Theta_1(i) \leftarrow \) Embedding\(_1\)(IFE\(i\))
17: \(\Theta_2(i) \leftarrow \) Embedding\(_2\)(IFE\(i\))
18: 
19: \(\Theta_q(i) \leftarrow \) Embedding\(_q\)(IFE\(i\))
20: \(M_E^i \leftarrow \text{Merge}(\Theta_1(i)\text{ until } \Theta_q(i))\)
21: \(M_E^i \leftarrow \text{RemoveDuplicate}(M_E^i)\)
22: \(RN^i_E \leftarrow \text{Compare}(D^i, IFE(i))\)
23: \(\phi_E^i \leftarrow \text{APR}(RN^i_E, \eta, \xi)\)
24: 
25: if \(\phi_E^i \leftarrow IKG^i\) then
26: BREAK
27: else
28: \(1KG^i+1 \leftarrow \phi_E^i\)
29: return \((\phi_R^i, \phi_E^i, \phi_M^i)\)
30: end while
31: end function

not have a rigid hierarchy of types or concepts. It even allows conflicting and contradictory types and properties [6]. Hence, Freebase only has a very simple and poorly designed schema. Wordnet, as stated in [44], “is a large lexical database of English. It contains Nouns, verbs, adjectives and adverbs which are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept”. Wordnet has 79689 synsets. 90.37% of these synsets are concepts and only 9.63% are entities or instances [45]. The less number of instances make the Wordnet Knowledge Graph does not have any sufficient triples. DBpedia is a large-scale, multilingual Knowledge Graph that is made by the community by extracting structured data from Wikipedia editions in 111 languages. It has 3 billion triples and also a manually created schema that contains 685 concepts, which form a subsumption hierarchy, and 2,795 different properties [35]. NELL-995, short for Never Ending Language Learner, is created through a semi-supervised machine-learning algorithm that crawls the web and learns common sense facts about the world without human supervision [46]. The result of this unsupervised learning process is a Knowledge Graph that contains more than 1.2 million entities and 100K relationships [60]. The schema of the NELL-995 Knowledge Graph has 1187 concepts, 894 object properties and many types of object property axioms, such as inverse object properties, functional object property, asymmetric object property, irreflexive object property, and object property domain and range. Our notion of consistency in this paper relies on 2 criteria: (1) high enough number of triples, and (2) a schema that has a rigid hierarchy of concepts and rich object properties. From all the benchmarks in Knowledge Graph Completion, only the NELL-995 and DBpedia Knowledge Graphs fulfill these criteria. Therefore, we decided to evaluate our approach with both the NELL-995
and DBpedia Knowledge Graphs.

The NELL-995 Knowledge Graph is a dataset developed at Carnegie Mellon University and contains 142,065 triples. In terms of the DBpedia Knowledge Graph, we only process a subset of DBpedia because of limited computational resources, which only includes 352,754 triples that are related to a political issues, called DBped-P.

### 5.2. Results for $f_{\text{Coverage}}$

We can see from Tables 6 and 7, that for both the NELL-995 and DBped-P Knowledge Graph, the combinations R-M-E and R-E-M produce best results. Both of them use the R-method as the first triple producer.

In combination R-E-M of classic SIC, the R-method helps the E-method by providing more than 200k of new triples for the NELL-995 Knowledge Graph and more than 5 million new triples for the DBped-P Knowledge Graph as an input. Such inputs help the E-method to produce more new triples. With the new and schema-correct triples that are produced by the R-method and E-method, the productivity of the M-method in producing new triples increased 100% (compare that with a situation where the M-method acts as an individual triple producer).

As for the combination R-E-M of the MapReduce SIC approach (using the DBped-P Knowledge Graph), in the early iterations (iteration 1 until 10), every triple producer only processes a small number of triples ($<200k$ triples). This impacts negatively on the productivity of each triple producer in producing new triples. However, after the initial
Knowledge Graph grows to > 4 million triples (this number is reached in iteration 42), each triple producer processes more than 500k triples. This eventually boosts the performance of each triple producer. In iteration 43, the RuLES triple producer produces more than 5 million new triples and the TransC triple producer produces more than 1 million new triples. The combination R-E-M of MapReduce SIC stops at iteration 44, where it successfully scores 39.11 points for the metric $f_{\text{Coverage}}$.

As for the combination R-M-E of MapReduce SIC (using the NELL-995 Knowledge Graph), at each iteration, RuLES and TransC produce ±20k triples on average. This eventually increases the size (size here refers to the number of triples) of the NELL-995 Knowledge Graph to 26 times larger than its original size.

### 5.3. Results for $f_{\text{Correctness}}$ and $f_{\text{Correctness,Coverage}}$

For both the NELL-995 and DBped-P Knowledge Graphs, the best option of the classic SIC is to use combination M-R-E, from which we observe that the M-method provides the R-method with a set of schema-correct triples, and this helps the R-method to produce also a good set of schema-correct triples. The good performance of combination M-R-E is, therefore, not only caused by a good combination of different triple producers, but also through the reasoning process in the M-method that utilizes the schema of a Knowledge Graph to infer new schema-correct triples.

As for the MapReduce SIC, for the DBped-P Knowledge Graph, all combinations consistently score > 0.70 point for the metric $f_{\text{Correctness}}$. The highest score (0.94) is achieved by combination R-E-M. There are three reasons why the combination R-E-M (in the MapReduce SIC) performs better in terms of $f_{\text{Correctness}}$ compared to the combination M-R-E (in classic SIC):

- At each iteration, both the R-method in MapReduce SIC (RuLES) and the E-method in MapReduce SIC (TransC) produce more schema-correct triples compared to the R-method in classic SIC (RUMIS) and the E-method in classic SIC (TransE).

- At each iteration, on average the classic SIC produces a higher number of schema-correct triples (460,654 triples), compared to MapReduce SIC (320,817 triples).

However, as the number of iterations required for the combination M-R-E of classic SIC (only 3) is far less than the number of iterations required for the combination R-E-M of MapReduce SIC (which is 44), the combination R-E-M produces in total 13,212,697 new schema-correct triples. The reason why the combination R-E-M in MapReduce SIC can reach 44 iterations, is because by applying the MapReduce algorithm to our SIC approach, each triple producer in the Map phase at each iteration will focus on expanding different parts of the initial Knowledge Graph.

As for the NELL-995 Knowledge Graph, our MapReduce SIC approach only achieves 0.35 points for the metric $f_{\text{Correctness}}$. This result is not in line with what the MapReduce SIC approach achieved for the DBped-P Knowledge Graph. It can be explained through a closer analysis of the NELL-995 Knowledge Graph itself. In contrast to the DBped-P Knowledge Graph, the NELL-995 Knowledge Graph has a richer TBox. It usually contains descriptions with various object property characteristics, such as functional, transitive, symmetric, asymmetric, reflexive, and irreflexive. For the NELL-995 Knowledge Graph, TransC, as the triple producer in our MapReduce SIC approach, produces less schema-correct triples. On average in every iteration, only 24% of all new triples produced are schema-correct. If we check the schema-incorrect triples that are produced by TransC, we find that the majority of the schema-incorrect is caused by the functional and irreflexive object property characteristics. Here is an example:

During an iteration, TransC produced these 3 new triples:

1. `<n1962_world_series> <Sportsgamewinner> <pirates>`
2. `<n1962_world_series> <Sportsgamewinner> <seattle_mariners>`
3. `<pirates> <teamplaysagainsteam> <seattle_mariners>`

In the TBox of the NELL-995 Knowledge Graph, we know that Sportsgamewinner is a functional object property characteristic. We also know that teamplaysagainsteam is an irreflexive object property characteristic. Based on the information from the TBox and from the 3 new triples, a reasoner will report 1, 2, and 3 as schema-incorrect triples. 1 and 2 are incorrect, because a functional

---

Table 6

The result of the completion accuracy for classic SIC

<table>
<thead>
<tr>
<th>KGs</th>
<th>R-M-E</th>
<th>R-E-M</th>
<th>M-R-E</th>
<th>M-E-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>NELL-995</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr</td>
<td>0.14</td>
<td>0.13</td>
<td>0.47</td>
<td>0.39</td>
</tr>
<tr>
<td>Cov</td>
<td>2.30</td>
<td>2.28</td>
<td>0.59</td>
<td>0.61</td>
</tr>
<tr>
<td>Hav</td>
<td>0.27</td>
<td>0.25</td>
<td>0.52</td>
<td>0.48</td>
</tr>
<tr>
<td>DBped-P</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr</td>
<td>0.70</td>
<td></td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>Cov</td>
<td></td>
<td>1.74</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>Hav</td>
<td></td>
<td></td>
<td>1.22</td>
<td></td>
</tr>
</tbody>
</table>

Table 7

The result of the completion accuracy for MapReduce SIC

<table>
<thead>
<tr>
<th>KGs</th>
<th>R-M-E</th>
<th>R-E-M</th>
<th>M-R-E</th>
<th>M-E-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>NELL-995</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corr</td>
<td>0.35</td>
<td></td>
<td>0.26</td>
<td>0.24</td>
</tr>
<tr>
<td>Cov</td>
<td>26.41</td>
<td></td>
<td>13.03</td>
<td>16.87</td>
</tr>
<tr>
<td>Hav</td>
<td>0.69</td>
<td></td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>DBped-P</td>
<td>0.93</td>
<td>0.94</td>
<td>0.91</td>
<td>0.77</td>
</tr>
<tr>
<td>Corr</td>
<td></td>
<td>39.11</td>
<td>5.12</td>
<td>9.9</td>
</tr>
<tr>
<td>Cov</td>
<td></td>
<td></td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>Hav</td>
<td></td>
<td></td>
<td>1.42</td>
<td></td>
</tr>
</tbody>
</table>
object property only allows 1 entity as the tail entity. Meanwhile, 3 is also schema-incorrect, as the reasoner perceives that pirates and seattle_mariners are the same entity, and that the same entity cannot be linked by an irreflexive object property. RuLES completely outperforms TransC terms of producing schema-correct triples. Thanks to the reasoning mechanism of RuLES, in every iteration of each combination of MapReduce SIC for the NELL-995 Knowledge Graph, RuLES can produce more than 90% schema-correct triples (out of all the new triples produced).

In terms of the $I_{Correctness,Coverage}$, we observe that MapReduce SIC consistently outperforms the classic SIC and the single pass triple producers on all Knowledge Graphs (for the NELL-995 Knowledge Graph, the best combination is R-M-E and for the DBped-P Knowledge Graph, the best combination is R-E-M).

### 5.4. Comparison with Sing-pass Triple Producers

Last but not least, Table 8 presents the results of the individual triple producer in a single-pass. Hermit and RuLES produce very good quality triples; however, their coverage levels are far away from the most competitive triple producers. Among the individual triple producers, KGE-HAKE is the best in terms of coverage, for both the tested Knowledge Graphs. However, the coverage levels from KGE-HAKE are significantly (about 9-25 times) worse than the best iterative approaches discussed earlier.

### 5.5. Illustration

Table 9 lists all subsets of new triples that are produced by our approach. There are three subsets, which are: (a) schema-correct, (b) schema-incorrect, and (c) schema-unknown. As shown in the table, each triple has three components: the head entity, the object property, and the tail entity. All the triples in the schema-correct subset meet the following condition: the type of the head or the tail entity is exactly the required domain or range of an object property. For example, the first triple in the first column of table 9 is schema-correct because the type of the head entity is not disjoint with the domain of the object property party and the type of the tail entity is exactly the required range of the object property party. As for the schema-incorrect subset, the type of the head entity or the type of the tail entity is neither disjoint nor the same with the domain or the range of an object property. For example, the first triple in the third column of table 9 is schema-unknown, because the type of the head or the type of the tail entity is neither disjoint nor the same with the domain or the range of the object property party.

### 6. Related Work

Knowledge Graph completion is studied under the umbrella of statistical relational learning (SRL) [16] [62]. There are three main categories of statistical relational learning methods according to [31]: weighted rule learning, tensor factorization/Knowledge Graph embedding, and graph random walk.

The idea of a Knowledge Graph embedding method is to represent an entity as a k-dimensional vector $h$ (or $t$) and to define a scoring function $f_r(h, t)$ in order to measure the plausibility of the triplet $(h, r, t)$ in the embedding space. The representations of entities and relations are obtained by minimizing a global loss function involving all entities and relations. Different Knowledge Graph embedding algorithms often differ in their scoring function, transformation and loss function [38, 75, 7, 49].

A rule learning method only selects specific relations from the ABox of a Knowledge Graph as their point of interest in expanding the graph. This method will choose the relations that are composed of other relations. Based on these relations, this method will produce a pattern of the form $h(X, Y) ← p(X, Z); q(Z, Y)$. Furthermore, a rule created according to this pattern will be used for producing new triples. Very recently, [25] uses the feedback from a Knowledge Graph embedding method to improve the quality of the learned rules. As a result, [25] has higher quality completion when compared to any Knowledge Graph completion method that only uses a Knowledge Graph embedding model. However, since this method only considers certain relations, the quality of an expanded Knowledge Graph is uneven. Different rule learning algorithms often differ in their type of rule or the mechanism to produce the rules [22], [72], [81]. All methods in statistical relational learning are aiming only for higher performance in link prediction. Our approach, on the other hand, focuses on adding more triples into a Knowledge Graph and dealing with the correctness of these new triples.

In the last few years, combining the Knowledge Graph embedding and rule learning methods as a completion method has been investigated. Guo [20] pioneered this method by
Algorithm 5 Approximate consistency checking algorithm

1: function APR(Inputs: IKG,IJP,Outputs: $\phi_{IKG},\chi_{IKG},\pi_{IKG}$)
2: for each pattern in IJP_1 do
3:   relation, domain, list of Disjoint Classes $\leftrightarrow$ split IJP_1 lines
4:   for each line in IKG do
5:     headEntity $\leftrightarrow$ split IJP lines
6:     if (headEntity in the list of DisjointClasses) then
7:       $\chi_{IKG} \leftrightarrow$ line of IKG
8:     else
9:       $\pi_{IKG} \leftrightarrow$ line of IKG
10:   end if
11: end for
12: end for
13: for each pattern in IJP_2 do
14:   relation, range, list of Disjoint Classes $\leftrightarrow$ split IJP_2 lines
15:   for each line in IKG do
16:     tailEntity $\leftrightarrow$ split IJP lines
17:     if (tailEntity in the list of DisjointClasses) then
18:       $\chi_{IKG} \leftrightarrow$ line of IKG
19:     else
20:       $\pi_{IKG} \leftrightarrow$ line of IKG
21:     end if
22: end for
23: end for
24: for each pattern in IJP_3,IJP_4,IJP_6,IJP_7 do
25:   relation $\leftrightarrow$ split IJP lines
26:   for each line in IKG do
27:     predicate $\leftrightarrow$ split IJP lines
28:     if (predicate $==$ relation from one of the IJP files) then
29:       $\chi_{IKG} \leftrightarrow$ line of IKG
30:     end if
31:   end for
32: end for
33: for each line in IKG do
34:   predicate, head, tail $\leftrightarrow$ split IJP line
35:   if (predicate in IJP_5) then
36:     if headEntity $==$ tailEntity then
37:       $\chi_{IKG} \leftrightarrow$ line of IKG
38:     end if
39:   end if
40:   if (predicate in IJP_8) then
41:     check whether the head and tail appear more than 1 in IKG
42:     if more than 1 then
43:       $\chi_{IKG} \leftrightarrow$ line of IKG
44:     end if
45:   end if
46: end for
47: $\phi_{IKG} \leftrightarrow$ IKG $\cdot$ $\chi_{IKG} \cdot$ $\pi_{IKG}$
48: return $\phi_{IKG},\chi_{IKG},\pi_{IKG}$
49: end function

generating the rules from a domain knowledge to further refine the inference results given by TransE. The work by [20] is implemented in KALE [22] (a framework for jointly embedding Knowledge Graphs and rules) and RUGE (Rule-Guided Embedding) [23] that are embedding methods where triples of a Knowledge Graph and rules are embedded in a joint framework. For iTerE, which is described in ([83]), the authors point out that their iterative combination can address the sparsity problem for embedding learning and also the efficiency problem for rule learning. SoLE [82] improved on
the previous work (KALE, RUGE, and ITerE) by performing forward chaining inference over rules and injecting the logical background knowledge of rules into embeddings. All of these combination of methods have succeeded in achieving good performance in link prediction tasks. However, the metrics that they used for link prediction (HITS and Mean Rank) are designed only for a static Knowledge Graph and are not suitable for measuring the coverage and the correctness metric of an expanding/growing Knowledge Graph.

To enrich the embedding process, many researchers in the field of the Knowledge Graph embedding consider additional information such as entity types ([21]), relation paths ([37]), textual information ([79]), entity attributes ([78]), temporal information ([18]), logical rules ([22]), as well as the schema of the Knowledge Graph ([9],[40],[13]). We highlight here the last group since it is very related to our approach. Embeds ([9]) enrich their embedding model by considering ontological information in the form of schema axioms, such as: subClassof, subProperty, isa, domain and range. TransC ([40]) is based on a novel method in this schema-oriented embedding by representing the concepts, instances, and relations differently in the vector spaces. Cose ([13]) is the first method in the field of Knowledge Graph embedding that embeds and completes only the schema of a Knowledge Graph. Compared to Embeds, TransC, and Cose, our approach deals with a wider range of schema axioms, such as symmetric relation, asymmetric relation, irreflexive, domain range, disjointness and hierarchy. Our approach also utilizes the schema of a Knowledge Graph to decide whether a new fact is correct or not.

Several more recent methods use external information such as textual information [37] and logical information/rules [10], [75] to improve their performance in the link prediction task. However, none of these methods guarantee that an expanded Knowledge Graph is consistent with the ontological schema of the original Knowledge Graph.

Farber et al. [11] investigates the consistency of Knowledge Graphs. However, unlike our approach, they focus on concept assertion and datatype properties, rather than relation assertion and object properties.

Error detection is another important related topic. Some existing work aims to detect errors in Knowledge Graphs by various means, such as using outlier detection methods [76], using learned axioms [41], using axioms from an external ontology [57], or cross-checking with other Knowledge Graphs [39]. Lertvittayakumjorn et al. [36] suggest to automatically correct the detected range violations under closed world semantics.

7. Discussions and Future Works

In this paper, we investigated the importance of the problem of schema-aware Knowledge Graph completion and proposed an iterative and schema-aware approach for Knowledge Graph completion. In this approach, semantic reasoners play a dual role: (1) a reasoner is used as a triple producer, applying materialisation to both TBox and ABox, and (2) another reasoner is used for correctness checking, using the TBox as well as SHACL constraints, to check the quality of triples that are produced by triple producers other than the materialisation reasoner.

Interesting, our experimental results show that the existing correctness notion based on the silver standard is highly questionable. Instead, we propose a new notion of correctness that is based on the Knowledge Graph schema. As far as we know, this is the first approach to applying both consistency checking and SHACL constraints as correctness checking for knowledge graph completion. We found out that the schema-correctness of TransE over NELL-995 is less than 1%. In a sense, this is not very surprising, as there are already some theoretical analysis suggesting that the translation based approaches, such as TransE, have limited expressiveness. For example, Kazemi and Poole [32] show that translation based methods are not fully expressive, only able to represent restricted forms of relations. Gutierrez-Basulto and Schockaert [24] show that translation based methods cannot properly capture simple rules. Our experimental results pragmatically confirm such theoretical analysis, at least for the case of TransE.

Another insight is that, despite the issue of expressiveness, embedding based triple producers can still be helpful should we use them properly. After showing the limitations of translation based methods, Gutierrez-Basulto and Schockaert [24] further show that even the bilinear models, such as DisMult [80] and Simple [24], are severely limited when representing subsumption or equivalence between
relations. This indicates that embedding based triple producers might have limited capability in terms of representing schema of Knowledge Graphs. Our analysis of embedding based triple producers (E-methods) shows that they can produce a lot of triples (including many incorrect ones). If used properly, they can help solve the cold start problem of rule learning based triple producers. Indeed, we have shown that different Knowledge Graph completion methods (i.e., E-methods, R-methods, M-methods) can work with each other and help overcome individual limitations. In fact, our experiments show that some iterative sequential combinations might have significantly better correctness and coverage ratios than other combinations.

Our overall goals are ambitious. We not only aim to make sure that the triple producers can produce schema-correct triples, we also aim to produce as many schema-correct triples as possible. To properly measure these two targets, we have proposed the correctness ratio (for schema-correctness) and the coverage ratio (for productivity) as the main measures. We conducted extensive experiments on the Knowledge Graphs of NELL-995 and DBpedia-Politic. We find out that the R-M-E and R-E-M iterative combinations outperform all the other iterative combinations. As for single-pass triple producers, RUMIS (an R-method) has the best overall performance, within the tested triple producers. The best iterative combination methods outperform RUMIS on both tested Knowledge Graphs, demonstrating amazing coverage ratios of 26.41 in the case of NELL-995 and 39.11 in the case of DBpedia-Politic. In other words, these methods produce 20-40 times of schema-correct triples compared to the set of non-incorrect triples within the original input Knowledge Graphs.

There are many potential paths for future work.

- Firstly, it would be interesting to use our proposed schema-aware evaluation framework to evaluate some state of the art Knowledge Graph completion methods, such as AnyBURL [42] and TuckER [5]. Given that the silver standard approach is highly questionable, it seems necessary to re-evaluate Knowledge Graph completion methods using our proposed correctness and coverage ratios.

- Secondly, it might be an idea to further restrict our notion of correctness. Even though the the quality of schema-correct triples are a lot better than the schema-incorrect ones, it does not mean that all the schema-correct triples are actually correct [12], since schema could be largely incomplete. One straight forward approach is to further include more SHACL constraints, in addition to the domain and range constraints considered in this paper. There might be some room for further theoretical analysis of correctness too.

- Thirdly, we want to extend or adapt our framework to better understand the connection among approximate Knowledge Graph reasoning [52], uncertain reasoning for Knowledge Graphs [68, 61, 67] and Knowledge Graph embedding based reasoning, such as [15]. Indeed, our iterative methods can be seen as some kind of hybrid approximate Knowledge Graph reasoning methods, by combining logic based, embedding based and rule learning based methods.

- Furthermore, it might be interesting to see how our proposed framework can be applied in some dynamic settings, such as reasoning [63] and learning [34, 29] for stream Knowledge Graphs, incremental Knowledge Graph completion [42], and temporal Knowledge Graph completion [14].

- Last but not least, given the quality of schema-correct triples are better than the schema-incorrect ones, it would be interesting to see if one can apply them to help improve the performance in downstream applications, such as search [53], recommendation [73] and knowledge based NLP tasks, such as entailment graph construction [27] and knowledge based fake news detection [28].
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